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A Phantom Study to Determine the Theoretical Accuracy
and Precision of Radial MRI to Measure Cross-Sectional
Area Differences for the Application of Coronary
Endothelial Function Assessment
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Purpose: MRI has been used to noninvasively assess coronary

endothelial function by measuring the vasoreactivity in response to
handgrip exercise. However, the spatial resolution of MRI is limited

relative to the expected vasodilation response of healthy coronary
arteries (10%–20%), and the sensitivity of MRI to detect such small
cross-sectional area differences has yet to be quantitatively

examined.
Methods: Holes of different diameters were drilled in a phantom

to simulate a range of physiological responses of coronary arter-
ies to stress. Radial cine MR images with different spatial resolu-
tions were acquired under moving conditions, and different noise

levels were simulated. Cross-sectional areas were automatically
measured and statistically analyzed to quantify the smallest

detectable area difference.
Results: Statistical analyses suggest that radial MRI is capable
of distinguishing area differences of 0.2 to 0.3 mm2 for high

signal-to-noise ratio images, which correspond to a percentage
coronary area difference of 3% to 4% for a 3-mm baseline diam-
eter. Furthermore, the smallest detectable area difference was

largely independent of the pixel size for the sequence and range
of diameters investigated in this study.

Conclusion: Radial MRI is capable of reliably detecting small dif-
ferences in cross-sectional areas that are well within the expected
physiological range of stress-induced area changes in of healthy

coronary arteries. Magn Reson Med 79:108–120, 2018. VC 2017
International Society for Magnetic Resonance in Medicine.
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INTRODUCTION

The endothelium is a thin monocellular layer that serves
multiple functions and plays an important role in many
aspects of cardiovascular health. Among those, the endo-
thelium acts as a semi-selective barrier to regulate fluid and
molecule traffic between blood and tissue, maintains
vascular homeostasis, serves as a nonthrombogenic surface,
contributes to angiogenesis and tissue wound-healing, and
regulates vascular tone and blood flow (1,2). Impairment of
these normal vascular functions, known as endothelial dys-
function, most often results from an increased oxidative
stress (3,4) and has been linked to pathological inflammato-
ry processes and future adverse cardiovascular events
(4–8). Although measuring any of the endothelium’s
functions may provide information about the integrity and
general health of said endothelium, for practical reasons
a frequently investigated aspect in clinical research is the
regulation of vascular tone in response to endothelial-
dependent stressors (9–13).

Assessment of the vasomotor response of the epicardial
coronary arteries, using invasive imaging modalities such
as coronary angiography (9) and intravascular ultrasound
(14), has shown that healthy coronary arteries dilate by
about 10% to 25% in response to endothelium-dependent
stressors via the release of nitric oxide (15). Conversely,
reduced dilation and even paradoxical vasoconstriction
are observed in impaired coronary arteries (9). However,
because of their invasive nature, these imaging modalities
are restricted to patients with advanced disease and
are not clinically justifiable for use in screening or longitu-
dinal studies.

To address these limitations, and to noninvasively dis-
criminate normal from abnormal coronary endothelial
function, recent studies have proposed using MRI with
isometric handgrip exercise (13,16–18) as the endothelial-
dependent stressor. This promising new technique has
yielded excellent and reproducible results (18). However,
the sensitivity of MRI to measure small changes in cross-
sectional area of the coronary arteries, in response to
stress, has yet to be quantitatively examined. Because the
spatial resolution of MRI is limited relative to the expected
area changes, it is of utmost importance to address this
question.

In this study, we have designed a phantom that simulates
a physiological range of coronary cross-sectional areas and
used it to measure the sensitivity of MRI for detecting small
area differences under both static conditions and mounted
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on a moving MR-compatible platform. Radial cine MR
images were acquired with different spatial resolutions and
different signal-to-noise ratios (SNRs) were simulated by
adding artificial noise to the images. Cross-sectional areas
were measured with a fully automated procedure and
compared to known nominal values.

METHODS

Moving Phantom Design

A phantom was designed to simulate a range of cross-
sectional areas of coronary arteries by drilling holes of
different diameters in a block of Polyacetal copolymer
(POM-C) (Fig. 1a) using high precision reamers (MAGA-
FOR, Fontenay-sous-Bois, France). The average lumen
diameter of the proximal segment of a normal human
coronary artery (left or right system) is about 3.0 to
4.5 mm (19). To account for the lower range of proximal
human coronary artery dimensions, holes were drilled
with diameters d ranging from 3.00 �0/þ0.004 mm to

3.42 �0/þ0.004 mm, in steps of 0.02 mm, creating Nd

¼ 22 lumen diameters. This range of diameters also cor-
responds to a maximal area difference of 30% (Fig. 1b),
consistent with the magnitude of physiological response
of healthy coronary arteries (9,13,14,16–18). In addition,
each hole with a given diameter was drilled at five dif-
ferent locations on the phantom, accounting to a total of
110 holes that are available for analysis. The holes were
assigned to random locations to minimize potential bias
in the measurements due to magnetic field inhomogenei-
ties (Fig. 1b).

The coronary mimicking phantom was placed in a
container filled with tap water and doped with gadolini-
um (DOTAREM, Guerbet, Roissy, France) to account for
the time-of-flight in-flow contrast of 2D cine imaging and
to obtain a SNR similar to that of in vivo images. The
average in vivo SNR was computed using our previously
reported data (20), which were acquired with the same
2D radial retrospectively electrocardiography (ECG)-gated
sequence used in the present study. This included a

0.6 mm in-plane resolution (see below for more details).

Five in vivo sample datasets were selected, and the aver-

age SNR was computed by manually selecting a region

of interest in the coronary artery and another one in a

region void of signal outside of the chest. The concentra-

tion of gadolinium in the phantom was then adjusted to

match this in vivo SNR.
The phantom was then placed on a custom, home-

built moving phantom similar to the one in (21) to mimic

a unidirectional sinusoidal cardiac motion. The setup

was programmed to rotate with a frequency of 40 bpm

and a maximal displacement of 3 cm. Furthermore, the

unit provided a triggering signal to synchronize the MR

cine acquisition with the phantom motion.

MR Image Acquisition

The study was performed on a clinical 3.0 T MR scanner

(MAGNETOM Prisma, Siemens AG, Healthcare Sector,

Erlangen, Germany) with an 18-channel chest coil array

and a 32-channel spine coil array for signal reception. A

high spatial resolution localizer was first acquired in

order to plan the subsequent imaging slice orientation

perpendicular to the drilled holes of the mock coronary

phantom. MR images of the phantom were then acquired

using a conventional vendor-product 2D radial, retro-

spectively gated, spoiled gradient recalled echo (GRE)

cine sequence (20). The images were acquired under

both static and moving conditions. The acquisition

under moving condition was triggered with the signal

provided by the moving phantom setup described above.

To investigate the effect of the acquired spatial resolu-

tion on the measurement of the cross-sectional areas,

five different isotropic in-plane image resolutions (isotro-

pic pixel size p¼ 0.5, 0.6, 0.7, 0.8 and 0.9 mm) were

studied. For each resolution, the acquisition was repeat-

ed 10 times with the parameters given in Table 1.

Although the mock coronary phantom did not simulate

epicardial fat, a product fast water-selective excitation

FIG. 1. Design of the coronary mimicking phantom. (a) Picture of the phantom. (b) Drilling layout of the phantom indicating the position

and diameter of the drilled holes. The 22 drilled diameters ranged from 3.00 �0/þ0.004 mm to 3.42 �0/þ0.004 mm, in steps of
0.02 mm, and were repeated at five different locations on the phantom, adding up to a total of 110 holes.
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pulse was nevertheless used as to keep the protocol con-

sistent with previously reported in vivo studies (20).

Gold Standard Diameter Measurements

To verify the accuracy and precision of the phantom

manufacturing, the drilled cross-sectional areas were mea-

sured using a highly accurate precision machine (Werth Vid-

eoCheck HA, Werth Messtechnik GmbH, Gießen, Germany).

The drilled diameters were measured with a touch trigger

probe, which has length measuring deviations of less than

0.5mm. Bland-Altman plots and linear regression analyses

were used to evaluate the correlation and agreement between

the known, drilled cross-sectional areas and the actual gold

standard measurements.

Cross-Sectional Area Measurements

On the MR images, the cross-sectional areas of the drilled

holes were computed using a fully automated custom-

written software package developed in MATLAB (Math-

Works, Natick, MA, USA). The algorithm automatically

detected and segmented the lumen of the drilled holes.

The segmentation, based on the full-width half maximum

criterion (FWHM), followed a similar procedure as

described previously (20). Figures 2a–e illustrates the vari-

ous stages of the segmentation. The images were first low-

pass filtered with a Gaussian filter and then interpolated

onto a 10�oversampled grid using a bicubic interpola-

tion. Low-pass filtering was implemented in image space

as a 2D convolution operator using a 3�3 Gaussian ker-

nel. A fixed 10� oversampling factor was chosen to be

consistent with the approach used in previous studies

(13,16–18,22), which used a semiautomated software tool

(Cine version 3.15.17, General Electric, Milwaukee, Wis-

consin, USA) to measure the cross-sectional area. The

bicubic interpolation computed a weighted average of pix-

els in the nearest 4-by-4 neighborhood. The algorithm

then selected an arbitrary point inside the lumen of each

drilled hole by finding the pixel with the maximum signal

intensity (Fig. 2b). Originating from this point, a total of
360 uniformly distributed radial profiles were further
interpolated from the interpolated image (Fig. 2c) and ana-
lyzed to identify the lumen border using the FWHM crite-
rion (Fig. 2d). Linear interpolation was used to precisely
determine the FWHM position along the radial profiles
(Fig. 2f). The segmentation result, that is, the polygon
formed by the set of vertices corresponding to the FWHM
position along every radial profile (Fig. 2e), was then used
to geometrically compute the cross-sectional area of the
lumen. To investigate the reproducibility of the area meas-
urements, the images were processed twice with the algo-
rithm. Bland-Altman plots and linear regression analyses
were used to evaluate the correlation and agreement
between the repeated measurements.

Given the sinusoidal motion of the moving phantom,
there are two positions of minimal velocity from which MR
cine frames were visually selected and used for cross-
sectional area measurements. Similarly, two frames were
also selected and processed from the static phantom acquisi-
tions. Comparing the area measurements between the two
frames under both static and moving conditions allowed for
characterization of the different sources of measurement var-
iability. For the static experiment, it is reasonable to assume
that the variability of measurements mainly originates from
unavoidable sources such as thermal noise. For the moving
experiment in turn, the area measurements may additionally
be affected by residual motion and magnetic field inhomoge-
neities. Bland-Altman plots and linear regression analyses
were used to evaluate the correlation and agreement of the
area measurements between the two selected frames. Paired-
sample Student t tests were used to determine whether the
standard deviation (SD) of the differences between the two
measurements observed in the static dataset significantly
differed from the one under moving conditions.

Noise Simulation

The SNR was computed and recorded for each segmented
hole. The SNR in the original images depends on several

Table 1
MRI Acquisition Parameters

Parameter

Pixel Size

0.5 mm 0.6 mm 0.7 mm 0.8 mm 0.9 mm

Sequence 2D radial, retrospectively gated, spoiled GRE cine
Fat sat Water selective excitation pulse
Radial views 247 per cardiac phase

Number of R-R intervals 13
Views per segment 19

RF excitation angle (�) 22
Temporal resolution (ms) 40
Slice thickness (mm) 6.5

Acquisition time (s) 19.5
FOV (mm) 260�260
Image matrix (pixel) 512�512 416�416 384�384 320�320 288�288

Pixel size (mm) 0.5�0.5 0.6�0.6 0.7�0.7 0.8�0.8 0.9�0.9
TE/TR (ms) 2.9/5.1 2.7/4.9 2.7/4.9 2.6/4.9 2.5/4.9

Pixel bandwidth (Hz/pixel) 575 570 545 540 510
Radial undersampling (%) 31 38 41 49 55

FOV, field of view; GRE, gradient recalled echo; RF, radiofrequency; TE, echo time; TR, repetition time; R-R, time between consecutive
QRS complexes or heartbeats.
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parameters, including the gadolinium concentration; spa-

tial resolution; receiver bandwidth; and number of radial

views, which were kept constant. The high concentration

of gadolinium used in this study ensured a high SNR of

the luminal signal msignal given by SNRoriginal ¼
msignal=snoise, where snoise is the SD of the noise in the

original images, as measured in a region void of signal

outside of the chest. To investigate the effect of SNR on

the measurement of the cross-sectional areas, images with

a lower SNR, which was defined by SNRnew ¼
a � SNRoriginal; a ¼ f1:00;0:75; 0:50g, were simulated by

adding noise to the original images. The three different a

values are thereafter referred to as noise level (n) of 0, 1,

and 2, respectively.
The SD of the added noise was given by

sadded ¼ snoise

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�2 � 1
p

. This added noise image was

obtained by simulating noise from an Nc ¼ 16 element

coil for both the real and imaginary components. The SD

of the Gaussian noise in the real and imaginary images

(which were assumed to be equal) were derived from the

chi distribution and were given by scoil ¼

sadded=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k �

 ffiffiffi
2
p G

�
ðkþ1Þ=2

�
Gðk=2Þ

!2
vuut , where G is the gamma

function and k¼2Nc is the number of independent, nor-

mally distributed random variables. Each coil image was

simulated by replicating the original magnitude image nor-

malized by the square root of the number of coils Nc and

by adding the corresponding complex noise. The final

image with simulated noise was then obtained by perform-

ing a sum-of-squares reconstruction of the coil images.

Accuracy and Precision of Area Measurements

The areas A measured for each drilled diameter d, noise

level n, pixel size p, and moving condition m (ie, static

or moving) were grouped together for statistical analysis

and are denoted by Ad;n;p;m. The normality of the meas-

urements was tested using both the Lilliefors and Jar-

que–Bera tests. The expected value or mean mAd;n;p;m
¼

E½Ad;n;p;m� and variance s2
Ad;n;p;m

¼ E½ðAd;n;p;m � mAd;n;p;m
Þ2�

were computed for each distribution. The accuracy of

the measurements was defined as the bias or deviation

of the mean from the known drilled area, that is,

mAd;n;p;m
� pd2=4, whereas the precision was determined

by the SD sAd;n;p;m
(Fig. 3a). Linear regression analyses were

also used to evaluate the correlation and agreement between

the measured and known drilled cross-sectional areas.

Limit of Detection of Area Difference

A statistical test based on the area under the curve

(AUC) of the receiver operating characteristic (ROC)

curve (23–26) was used to quantify the sensitivity of

radial MRI to detect small differences in cross-sectional

areas. Figures 3b–e illustrates an overview of the statisti-

cal test. Given two diameters di and dj , a nonparametric

ROC curve (which does not make any assumption about

the underlying distribution of the data) was computed

from the two randomly measured variables (ie, areas)

Ai;n;p;m and Aj;n;p;m. The corresponding area under the

ROC curve, AUCi;j;n;p;m, was computed and recorded for

further analysis. The true change in cross-sectional area

between the two diameters, Dareai;j
¼ pðjdi

2 � dj
2jÞ=4, was

considered statistically detectable if AUCi;j;n;p;m � 0:95

(Figs. 3d–e). Each pair of diameters di and dj was com-

pared using the above test. Next, the smallest area differ-

ence that passed this statistical test was determined for

every diameter di. The smallest detectable area differ-

ence with radial MRI or limit of detection (LOD),

LODn;p;m, was then defined as the mean of these smallest

detectable area differences. The LODn;p;m is thus inde-

pendent of the hole diameter. The standard error of the

smallest detectable area differences was also computed

to quantify the variability. Finally, the LOD values were

reported as absolute area differences in mm2, area differ-

ence relative to pixel area in pixels, and area difference

relative to a 3-mm nominal diameter in %.

Analysis of Variance

One-way analysis of variance (ANOVA) was used to test

whether the pixel size or moving condition had a significant

effect on the SNR, accuracy, precision, and LOD of area dif-

ferences. Post hoc Tukey’s tests were performed to further

identify the source of the differences when overall signifi-

cance (P< 0.05) was found with ANOVA. This test was only

performed on the data from the original images (ie, noise

FIG. 2. Overview of the different computational steps of the fully automated custom-written software used to measure the cross-
sectional area of the drilled holes. (a) Selected cine frame with minimal visible motion artifacts. (b) An arbitrary point inside the lumen of

every drilled hole is automatically selected by finding the pixel with the maximum signal intensity. (c) A total of 360 uniformly distributed
cross-sectional profiles were obtained by interpolating the image along radial trajectories originating from the selected point inside the
vessel lumen. For clarity, the illustrated example only shows 18 profiles originating from the center. (d) The software analyzed these radial

profiles and automatically segmented the vessel lumen using the full-width half maximum criterion (f), yielding a set of vertices V ¼ fv0; v1;

� � � ; v359g that delineates the edge of the drilled hole. (e) The vessel lumen area, AðVÞ, was obtained by geometrically computing the polygon

area formed by the vertices V . HM¼half maximum.
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level 0) because adding artificial random noise does not con-

tribute to any meaningful statistical differences.

RESULTS

Figure 4 illustrates representative images that were

acquired with the five different spatial resolutions inves-

tigated in this study. These images were selected from

the ECG-gated cine datasets by choosing the ones corre-

sponding to the period of minimal motion of the moving

phantom. An enlarged view of the smallest simulated

coronary artery, that is, d ¼ 3:00 mm, is shown in

Figures 4f–j using bicubic interpolation. One can observe

the gradually increasing blurriness of the lumen border

with the larger pixel size. To better illustrate the size of

the lumen diameter relative to the spatial resolution of

MRI, enlarged views using nearest-neighbor interpolation

are also provided in Figures 4k–o.
The average in vivo SNR computed from the five cine

datasets acquired in healthy volunteers was 47:966:8. To

achieve a similar SNR in the phantom images with 0.6-

mm pixel size, the phantom was immersed in a solution

doped with gadolinium at a concentration of 5.9 mM.

This concentration yielded an SNR of 48:363:3 for the

phantom when measured under moving condition at the

0.6 mm spatial resolution.

Representative phantom images for the different noise

levels and an in vivo image from a healthy volunteer

with the same 0.6-mm spatial resolution are illustrated

in Figure 5. Note that the suppression of the signal from

the epicardial fat surrounding the in vivo coronary artery

was imperfect. The remaining epicardial fat signal

reduced the apparent conspicuity of the coronary artery

and led to a lower contrast-to-noise ratio with the

surrounding tissue, relative to the phantom images.

However, the SNR of the in vivo image (45.6) was

similar to that of the phantom image with noise level 0.

Accuracy and Precision of Cross-Sectional Area
Measurements

The drilling of the phantom holes proved to be both highly

accurate and precise, as illustrated by the regression analy-

sis (Fig. 6a) and Bland-Altman (Fig. 6b) plots. The gold

standard area measurements with the Werth precision

machine yielded a SD of 0.033 mm2 and a nonsignificant

bias of 0.005 mm2.
Repeated measurements of the cross-sectional areas with

the FWHM algorithm, that is, applying twice the algorithm

on the same MR images, resulted in identical values, where

the slope and intercept of the regression analyses were

exactly 1 and 0, within machine precision (Figs. 6c–d).

FIG. 3. Illustration of the different statistical analyses used in this study. (a) Frequency plot of the area measurements for a given diameter d

modeled by a normal distribution with mean mXd
and SD sXd

. The accuracy of the measurements was defined as the bias or deviation of the
mean from the known drilled area, that is, mXd

� pd2=4, whereas the precision was determined by the SD sXd
. Subfigures (b-e) illustrate an

overview of the statistical test based on the AUC of the ROC curve to determine the smallest detectable area difference with radial MRI. The
area measurements from two different diameters were considered statistically different if AUC � 0:95. The ROC curves in (d) and (e) are
obtained by evaluating the true and false positive rates at various decision thresholds (t1–t5) on the continuous variable (ie, measured area) of

subfigures (b) and (c), respectively. AUC, area under the curve; ROC, receiver operating characteristic; SD, standard deviation.
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Figures 6e–f show the variability of the area measure-
ments obtained from two different cine frames under
static condition for an image resolution of 0.7 mm. Simi-
larly, Figures 6g–h show the area measurement variabili-
ty obtained under moving condition for identical image
resolution. By visually comparing Figures 6e–f and Fig-
ures 6g–h, one can observe the increase in variability/
spread of the measurements when under moving condi-
tion. The paired-sample Student t test confirmed that the
SD of the differences of the two area measurements
increased if motion was involved (static¼ 0.085 6

0.012 mm2; moving¼ 0.125 6 0.007 mm2; P<0.001).
Supporting Figure S1 plots the cross-sectional areas

measured with radial MRI under moving condition in
function of the known drilled areas for each investigated
spatial resolution (rows) and noise level (columns). The
linear regressions showed strong agreement between mea-
sured and drilled cross-sectional areas, with the slopes of
the regression analyses ranging from 0.99 to 1.10 and a
high correlation of r2>0.9. Visual inspection of the plots
indicates that lower SNR images (ie, higher noise level)
resulted in a larger spread (ie, lower precision) of the area
measurements than with higher SNR data. However, the
spatial resolution did not have a visible effect on the
spread of the measurements. Unlike for the precision of
the area measurements, both the spatial resolution and
noise level affected the bias (ie, accuracy) of the measure-
ments. These observations are further confirmed with the
accuracy and precision plots shown in Supporting Figures

S2c–f. The slopes of the linear regression analyses for the
accuracy (Supporting Figs. S2c–d) and precision (Sup-
porting Figs. S2e–f) ranged from �1.6 to �1.4 and 0.01 to
0.14, respectively. These results indicate an effect of the
spatial resolution on the accuracy, whereas precision
remains largely unaffected. The intercepts of the regres-
sion analyses revealed an evident effect of the noise level
on both the accuracy and precision of measurements.

Additionally, the Lilliefors and Jarque–Bera normality
tests confirmed that 84.1% and 87.2% of the distribu-
tions, respectively, could be well-modeled by a normal
distribution.

SNR Measurements

The SNR values for the different spatial resolutions and sim-
ulated noise levels are graphically presented for both the stat-
ic and moving conditions in Supporting Figure S2a and
Supporting Figure S2b, respectively. The same concentration
of gadolinium was used for all imaging resolutions and
resulted in different SNR levels as a function of the image
spatial resolution. As expected, larger pixel sizes yielded a
better SNR. When linear regression was performed to quanti-
fy this relationship, the slopes of regressions ranged from
23.6 to 43.6 (see Supporting Figures S2a–b).

Limit of Detection of Area Difference

The smallest cross-sectional area difference detect-
able with radial MRI, LODn;p;m, for every spatial

FIG. 4. Representative images acquired with the five different spatial resolutions investigated in this study: (a–e) full field of view images,
(f-j) enlarged views of the smallest simulated coronary artery, d ¼ 3:00 mm, with bicubic interpolation, and (k-o) same enlarged views

but with nearest-neighbor interpolation.
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resolution and noise level is illustrated in Figure 7a

for the static phantom and in Figure 7b for the moving

one. Visual inspection of the graphs established that the

pixel size had very little impact on LOD, which was con-

firmed with the linear regressions. The slopes of regres-

sion were close to zero and ranged from 0.07 to 0.14 and

0.04 to 0.16 for the static and moving phantom, respec-

tively. In contrast, the smallest detectable area difference

was highly dependent on the noise level. For the static

phantom, the average LOD ranged from 0.20 to 0.26 mm2

(2.83%–3.68%); 0.26 to 0.32 mm2 (3.68%–4.57%); and

0.41 to 0.46 mm2 (5.81%–6.49%) for the noise level 0, 1,

and 2, respectively. The moving phantom yielded similar

ranges of values, that is, 0.21 to 0.26 mm2 (2.97%–3.68%);

0.27 to 0.34 mm2 (3.88%–4.84%); and 0.45 to 0.51 mm2

(6.39%–7.25%) for the noise level 0, 1, and 2,

respectively.
Table 2 shows the same LOD data as in Figures 7a–b,

but in different formats, including the absolute area dif-

ference in mm2, area difference relative to pixel area in

pixels, and area difference relative to a 3-mm nominal

diameter in %.

FIG. 5. Representative images acquired with a spatial resolution of 0.6 mm of the phantom for the different noise levels and an in vivo

image from a healthy volunteer: (a–d) full field of view images; (e–h) enlarged views of the smallest drilled hole, d ¼ 3:00 mm, and the in
vivo coronary artery with bicubic interpolation; and (i-l) same enlarged views but with nearest-neighbor interpolation. Line profiles

through the center of (e–h) and (i–l) are provided in (m-o). FWHM, full width half maximum criterion.
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Analysis of Variance

Supporting Figure S3 illustrates the summary of the
ANOVA and post hoc analyses that were performed on
the SNR, accuracy, and precision results, whereas Figure

8 shows the analyses that were performed on the LOD
results.

One-way ANOVA showed that both the moving condi-

tion and spatial resolution had a statistically significant

effect on the SNR results. The SNR values measured under

FIG. 6. Linear regression analyses

(left column) and Bland-Altman
plots (right column) of various
comparisons of area measure-

ments. (a–b) Comparison of the
gold standard area measure-

ments using the Werth precision
machine versus the known drilled
area. (c–d) Comparison of repeat-

ed area measurements with the
full-width half maximum criterion

algorithm applied twice on the
same images. (e–f) Comparison
of the area measurements from

two different cine frames from
the static phantom. (g–h) Com-
parison of the area measure-

ments from two different cine
frames from the moving phantom

(ie, at different physical positions
of the phantom).
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moving condition were significantly lower than the static
SNR values (static¼ 54.30 6 6.67; moving¼ 53.00 6 6.02;
F(1,210)¼ 40.05; P<0.001), as shown in Supporting
Figure S3a. The means of the SNR values for the different
spatial resolutions in Supporting Figure S3b were also all
significantly different from one another (F(4,210)¼890.97;
P< 0.001).

The accuracy results attained statistical significance
for all of the spatial resolutions (F(4,210)¼ 760.04;
P< 0.001) (Supporting Fig. S3d), but none between the
static and moving measurements (F(1,210)¼0.00;
P¼ 0.98) (Supporting Fig. S3c).

Regarding the precision results, there was a statistical-
ly significant difference between spatial resolution
groups, as determined by one-way ANOVA (F(4,210)¼

2.76; P¼ 0.029). The post hoc Tukey test indicated that
the statistically significant difference was between pixel
sizes of 0.7 mm and 0.9 mm (Supporting Fig. S3f). The
area measurements under static condition were on aver-
age 0:00560:021 mm2 more precise than the moving
measures (Supporting Fig. S3e), but statistical signifi-
cance was not reached (F(1,210)¼ 2.38; P¼ 0.124).

One-way ANOVA of the LOD results indicated a statis-
tically significant difference between spatial resolution
groups (F(4,210)¼ 3.12; P¼ 0.016). The post hoc Tukey
test revealed that the statistically significant difference
was between pixel size groups of 0.5 mm and 0.9 mm
(Fig. 8b). No statistically significant difference was
observed between the static and moving data (Fig. 8a).
The LOD results under moving condition were on

FIG. 7. Plots of the results for the LOD or smallest detectable area difference under static (a) and moving (b) conditions. Subfigures show
the mean and standard error of the LOD for every n, p, and m. For the reader’s convenience, the LOD axis (vertical axis) is provided in abso-

lute area differences in mm2 (outer scale) and area difference relative to a 3-mm nominal diameter in % (inner scale). LOD, limit of detection.

Table 2
LOD for Static and Moving Phantoma Reported as Absolute Area Difference in mm2, Area Difference Relative to Pixel Area in Pixels,
and Area Difference Relative to 3-mm Nominal Diameter in %

Pixel Size

Noise Level

0 1 2

Area Change in (mm2)
0.5 mm 0.22 6 0.01/0.21 6 0.01 0.28 6 0.01/0.28 6 0.01 0.41 6 0.01/0.45 6 0.01
0.6 mm 0.23 6 0.01/0.25 6 0.01 0.26 6 0.01/0.31 6 0.00 0.41 6 0.01/0.45 6 0.01

0.7 mm 0.20 6 0.01/0.24 6 0.01 0.29 6 0.01/0.32 6 0.01 0.42 6 0.01/0.48 6 0.01
0.8 mm 0.24 6 0.01/0.26 6 0.01 0.32 6 0.02/0.34 6 0.01 0.45 6 0.02/0.51 6 0.02

0.9 mm 0.26 6 0.01/0.25 6 0.01 0.32 6 0.02/0.27 6 0.01 0.46 6 0.03/0.50 6 0.03
Area Change Relative to Pixel Area (pixel)

0.5 mm 0.90 6 0.06/0.84 6 0.05 1.12 6 0.05/1.10 6 0.04 1.65 6 0.05/1.81 6 0.05

0.6 mm 0.63 6 0.03/0.70 6 0.04 0.72 6 0.03/0.85 6 0.01 1.14 6 0.02/1.26 6 0.04
0.7 mm 0.41 6 0.03/0.49 6 0.02 0.60 6 0.01/0.66 6 0.02 0.86 6 0.02/0.98 6 0.02

0.8 mm 0.37 6 0.02/0.40 6 0.02 0.50 6 0.03/0.54 6 0.02 0.71 6 0.03/0.80 6 0.04
0.9 mm 0.32 6 0.02/0.31 6 0.02 0.39 6 0.02/0.34 6 0.02 0.57 6 0.03/0.62 6 0.03

Area Change Relative to 3 mm Nominal Diameter in (%)

0.5 mm 3.18 6 0.20/2.98 6 0.16 3.95 6 0.17/3.89 6 0.16 5.83 6 0.18/6.39 6 0.17
0.6 mm 3.23 6 0.14/3.55 6 0.18 3.68 6 0.15/4.32 6 0.06 5.81 6 0.12/6.39 6 0.18

0.7 mm 2.84 6 0.19/3.43 6 0.16 4.14 6 0.10/4.58 6 0.12 5.95 6 0.14/6.77 6 0.12
0.8 mm 3.35 6 0.21/3.61 6 0.15 4.57 6 0.31/4.85 6 0.16 6.42 6 0.26/7.25 6 0.33
0.9 mm 3.63 6 0.19/3.56 6 0.19 4.47 6 0.22/3.88 6 0.19 6.49 6 0.39/7.06 6 0.37

LOD, limit of detection.
aAverage LOD 6 standard error of static data/average LOD 6 standard error of moving data.
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average 0:01360:061 mm2 larger than the static results

(ie, lower sensitivity in detecting area differences), but

were not statistically significantly different

(F(1,210)¼ 2.51) (P¼ 0.115), as illustrated in Figure 8a.

DISCUSSION

In this experimental study with well-controlled bound-

ary conditions, we have investigated the ability of MRI

to measure differences in cross-sectional areas in a range

that is consistent with physiological responses of the

proximal coronary arteries to endothelium-dependent

stress. The phantom setup was designed to quantify the

accuracy and precision of radial MRI in assessing endo-

thelial function by measuring the smallest cross-

sectional area differences that could reliably be detected

with high confidence. Radial cine MR images with dif-

ferent spatial resolutions were acquired under static and

mock cardiac motion conditions, and different SNRs

were simulated by adding artificial noise to the images.

Cross-sectional areas were then measured with a fully

automated procedure and compared to known nominal

values. Statistical analysis suggests that radial MRI is

capable of distinguishing area differences in the order of

0.2 to 0.3 mm2 for images with high SNR (	50), which

correspond to a percentage coronary area difference of

3% to 4% for a 3-mm baseline diameter. For low SNR

(	25–30) images, radial MRI was able to reliably detect

area differences of 0.4 to 0.5 mm2 (6%–8%). These

results suggest that radial MRI with sufficiently high

SNR is clearly adequate for measuring area differences in

the range of previously reported endothelium-dependent

vasomotor response of the proximal coronary arteries in

healthy adult subjects (10%–25%) (9,13,14,16–18). Fur-

thermore, our results indicated that the smallest detect-

able area difference with radial MRI was largely

independent of pixel size in the resolution range that we

have investigated. Although well-supported by the

results presented in this study, this counterintuitive

result warrants further discussion.

One would expect that higher spatial resolution
images should result in higher accuracy, precision, and
sensitivity in detecting small cross-sectional area differ-
ences. It is important to note that lower spatial resolu-
tion is associated with a higher SNR simply due to the
larger pixel size. Consequently, the positive effect of hav-
ing an improved SNR may be counterbalanced by a detri-
mental effect associated with lower spatial resolution.
From the data presented in this study, it is unclear
whether this is the case; further investigations are neces-
sary to address this question in more detail. Moreover,
the number of radial views per cardiac phase was kept
constant for every investigated spatial resolution. This
was necessary to maintain the acquisition time constant
for every experiment and within acceptable breath hold
duration. However, increasing the spatial resolution
while keeping the number of radial views constant
resulted in a higher undersampling of k-space (Table 1).
Consequently, the higher spatial resolution images were
more prone to undersampling streaking artifacts, which
may further hinder the detection of small cross-sectional
area differences.

Conversely, the accuracy of the measurements, which
was defined as the bias between the measurements and
the known drilled areas, was linearly dependent on the
spatial resolution (Supporting Figs. S2c–d). This behav-
ior can be explained by visually inspecting the enlarged
views in Figures 4f–j. Reduced spatial resolution
increased the degree of blurring at the lumen border. As
a consequence, the full width at half-maximum segmen-
tation tends to further underestimate the true position of
the border. However, only the relative change in cross-
sectional area is of interest when assessing coronary
endothelial function. The sensitivity of detecting such
small differences is essentially defined by precision of
the area measurements. Therefore, the precision of the
area measurements and the sensitivity in detecting
small area differences are closely linked. The results
also showed that the area measurements were well-
modeled by a normal distribution. Consequently, a lower
precision, which corresponds to a larger SD of the

FIG. 8. Bar plots showing the results of the analyses of variance for the LOD results. The graphs illustrate the means and standard

errors. Panel (a) compares the means between the static and moving conditions. Panel (b) compares the means between the five differ-
ent spatial resolutions. The LOD values are provided in absolute area differences in mm2 (outer scale) and area difference relative to a
3-mm nominal diameter in % (inner scale). * P<0.05. LOD, limit of detection.
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measurements, increases the overlap of the distributions
from two different diameters, and in turn results in low-
er AUC value.

The SD of the area measurements originates from mul-
tiple sources, including the phantom manufacturing pro-
cess, MR image acquisition, and image processing. The
careful manufacturing process ensured highly accurate
and precise dimensions of the holes, as illustrated in
Figures 6a–b. The variation of the drilled diameters
introduced by the manufacturing process only accounts
for about 30% (0.033 mm2) of the total SD observed in
the measurements of the images for noise level 0, which
amounts to 0.097 6 0.025 mm2 and 0.101 6 0.019 mm2 for
the static and moving data, respectively. The image proc-
essing stage, which includes filtering, interpolation,
detection, segmentation, and computation of the cross-
sectional areas, was fully automatized in order to remove
any potential bias from user input. The repeated process-
ing of the images using this fully automatic procedure
demonstrated perfect reproducibility of the measure-
ments (Figs. 6c–d). However, the type of filter, the inter-
polation factor, the selected point inside the lumen, and
the number of radial profiles can also account for some
of the variability observed in the measurements. Never-
theless, it is reasonable to assume that the bulk of the
measurement variability originates from the MR image
acquisition procedure. More specifically, sources such as
thermal noise, residual motion, and magnetic field inho-
mogeneities may contribute to the major part of the mea-
surement SD. Simulation with an analytical phantom
would be helpful to further characterize the origins of
variability in the measurements.

Our results suggest that partial volume effects in the
application of measuring cross-sectional areas of coro-
nary arteries appears to contribute to the precision of a
given measurement. The smallest area differences detect-
able with radial MRI, provided in terms of relative pixel
size in Table 2, indicate that radial MRI is capable of
reliably detecting area differences significantly smaller
than the actual pixel area. A potential explanation for
this remarkable result is that the partial volume effect
causes blurring of the lumen edges, but that the FWHM
maximum segmentation algorithm combined with image
interpolation and the intrinsic shape of a coronary artery
enables the detection of relative differences in cross-
sectional area smaller than the pixel size. A different
method to determine the vessel cross-sectional area by
thresholding in Radon space was previously reported for
microscope images (27). However, the computed area is
quantized in steps of multiple integers of pixels; conse-
quently, it would not allow for subpixel precision in cal-
culations of cross-sectional area.

Note that it may be possible for a well-constructed
imaging sequence to outperform the results shown here.
The study described above was highly conservative in
terms of its design parameters. Specifically, the nominal
coronary diameter simulated was 3 mm, which is on the
lower end of the range of proximal human coronary
artery dimensions (28). As such, studies in larger
coronaries may be able to detect even smaller % changes
in vessel area. Likewise, the radial acquisition used a
very high number of radial views per segment (19

views), which corresponds to an acquisition window of

95 ms. This almost certainly increased the contribution

of motion, as described in the Limitations section below.

In an actual clinical setting, reducing the number of

views to fit a given quiescent phase of the cardiac cycle

might therefore further minimize the contribution of

motion. However, this comes at the expense of SNR or

breath-hold duration.
This study focused on characterizing the ability of

radial MRI to measure differences in cross-sectional

areas. However, some previous studies (13,16–18,29)

have relied on spiral trajectories to assess the endothelial

response. Although the radial trajectory offers several

advantages over the spiral one, including readout over-

sampling and lower sensitivity to off-resonance effects

caused by B0 inhomogeneity and concomitant gradient

fields, a comparative study would prove very valuable

and instructive. However, such a comparison is beyond

the scope of this study.

Limitations

Traditionally, high spatial and temporal resolution cine

MR images are considered paramount to successfully

measuring the cross-sectional area of coronary arteries.

Such images are collected using segmented techniques

acquired over multiple cardiac cycles. However, the

repositioning of the coronary arteries from beat to beat is

not always exact. The repositioning precision has previ-

ously been shown to be< 1 mm (30). In addition, area

measurements are performed on cine frames correspond-

ing to periods of minimal cardiac motion, but residual

motion may still occur during data acquisition. Both the

repositioning imprecision of the coronary arteries and

residual cardiac motion are expected to further decrease

the sensitivity of MRI in detecting small area differences

of the coronary arteries.
Although our study did not directly investigate the issue

associated with the repositioning of the coronary arteries, it

showed that radial MRI was very robust to motion. The

amount of displacement experienced by the phantom during

a segment acquisition can be analytically determined. Spe-

cifically, given the number of views per segment Nviews ¼ 19,

the echo spacing TR¼ 5 ms, and the time-dependent posi-

tion of the moving phantom xðtÞ ¼ AsinðvtÞ, where A ¼ 1:5

cm, v ¼ 2p=T, and T ¼ 1:5 s (40 bpm), one can compute the

displacement occurring during the acquisition of a k-space

segment, which will lead to blurring in the reconstructed

cine frames. If we assume that the selected cine frame to ana-

lyze coincided with the extreme positions of the phantom,

then the maximum displacement in our phantom study

occurred when the acquisition of the segment started or end-

ed exactly at the maximum of the sine wave at time t0 ¼ T=4,

and is given by Dx ¼ jxðt06TsÞ � xðt0Þj ¼ Ajsin
�

vðt06TsÞ
�

�sinðvt0Þj ¼ 0:12 cm, where Ts ¼ Nviews � TR is the duration

of the k-space segment acquisition. Although this represents

the most unfavorable situation, it illustrates the potential

displacement experienced by the moving phantom, which is

superior to the repositioning precision of the coronary

arteries and is still significantly larger than the pixel sizes

investigated in this study. Despite this relatively large
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displacement, radial MRI was very robust to motion because
there were no statically significant differences in terms of
accuracy, precision, and smallest detectable area difference
between the static and moving data (Fig. 8 and Supporting
Fig. S3). The perpendicularity of the radial projections with
respect to the direction of motion may be another confounder
that may affect the blur introduced into the reconstructed
image.

The design of our phantom simulated ideal in vivo
coronary imaging experiments by assuming perfectly
suppressed signal from the pericardial fat surrounding
the coronary arteries. However, residual field inhomoge-
neities and off-resonance, among other things, can lead
to imperfect fat suppression, which then can impede the
artery conspicuity and corrupt the segmentation of the
vessel lumen.

The heart rate simulated in this study was lower than
heart rates usually found in patients and volunteers.
However, the simulated sinusoidal cardiac motion was
continuously moving and did not exhibit a quiescent
phase like in late diastole of real cardiac cycles. Conse-
quently, a lower heart rate was chosen to reduce the
residual motion during the acquisition of data segment,
and therefore to better emulate acquisitions of late dia-
stolic cardiac phases.

The study investigated five spatial resolutions ranging
from 0.5 mm to 0.9 mm to determine the sensitivity of
MRI in detecting small area differences. The results indi-
cate that this range of spatial resolutions had negligible
impact on the difference in area that could be detected
with radial MRI. However, it is likely that an effect of
the pixel size would be observed for a broader range of
spatial resolutions.

Low-pass filtering the images with a 3� 3 Gaussian
kernel prior to processing the data is equivalent to apod-
izing the data in k-space and to removing some of the
effects of changing spatial resolution in the data acquisi-
tion. This may partly explain why our LOD results may
not be strongly dependent on the spatial resolution.
However, an in-depth investigation of this effect is
beyond the scope of this study.

It should also be noted that the rigid sinusoidal trans-
lation used in this study to simulate cardiac motion may
not be sufficiently representative of in vivo coronary
motion. Simulation of a nonrigid motion with a through
plane component may be more adequate. Further, to par-
tially account for in vivo time-of-flight effects, we have
added gadolinium to the static water surrounding the
phantom. However, such static water condition yields
uniform signal intensity across the diameter of the
drilled holes. Therefore, it does not adequately simulate
the nonuniform signal intensity arising from variable
wash-in rates of fresh blood signal across vessel diame-
ters, as would be the case in vivo. This variation in sig-
nal intensity across the width of the vessel may also
affect the cross-sectional area measurements. In addition,
this study did not take into account the potential change
in blood flow between the two cine acquisitions that
would be performed at rest and during handgrip stress.
Additionally, the coronary arteries are never perfectly
straight, and their obliquity and tortuosity will also affect
the area measurement.

In this study, the SNR was measured as the ratio of
the average signal of the lumen over the SD of the noise
in a region void of signal outside of the chest or phan-
tom. However, this conventional approach to determine
SNR may not be fully adequate for multichannel recon-
structions (31,32). Furthermore, the effect of spatial reso-
lution on SNR is weaker than one would expect if only
considering the voxel volume and effective sampling
time. From the data presented in this study, it is unclear
whether this is because the noise is dominated by under-
sampling artifact or other aspects of the reconstruction
and postprocessing.

CONCLUSION

This work presents a phantom study to validate the use
of radial MRI for the assessment of coronary endothelial
function. The results presented in this study effectively
support that radial MRI is capable of reliably detecting
small cross-sectional area differences that are well with-
in the range of physiological coronary area changes in
response to an endothelium-dependent stressor. Com-
bined with isometric handgrip exercise, this noninva-
sive, safe, and quantitative imaging modality may also be
used in longitudinal studies in which atherosclerosis
progression or the response to therapy is measured as an
endpoint.
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SUPPORTING INFORMATION

Additional supporting information may be found in the online version of this
article
Fig. S1. Linear regression analyses of the area measurements under mov-
ing conditions for the different spatial resolutions and noise levels investi-
gated in this study.
Fig. S2. Plots of the SNR (a-b), accuracy (c-d) and precision (e-f) results
under static (left column) and moving (right column) conditions. Sub-figures
show the mean and standard deviation for every noise level n, pixel size p,
and moving condition m (ie, static or moving).
Fig. S3. Bar plots showing the results of the analyses of variance. The
graphs illustrate the mean and standard error for the SNR (a-b), accuracy
(c-d) and precision (e-f) results. The left column compares the means
between the static and moving conditions. The right column compares the
means between the five different spatial resolutions. The asterisks indicate
significance at different levels: * P< 0.05, ** P< 0.001.
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