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Abstract. In diffusion-weighted MRI, general gradient waveforms
became of interest for their sensitivity to microstructure features of the
brain white matter. However, the design of such waveforms remains an
open problem. In this work, we propose a framework for generalized gra-
dient waveform design with optimized sensitivity to selected microstruc-
ture features. In particular, we present a rotation-invariant method based
on a genetic algorithm to maximize the sensitivity of the signal to the
intra-axonal volume fraction. The sensitivity is evaluated by computing a
score based on the Fisher information matrix from Monte-Carlo simula-
tions, which offer greater flexibility and realism than conventional analyt-
ical models. As proof of concept, we show that the optimized waveforms
have higher scores than the conventional pulsed-field gradients experi-
ments. Finally, the proposed framework can be generalized to optimize
the waveforms for to any microstructure feature of interest.

Keywords: Diffusion MRI + Acquisition design + Generalized gradient
waveforms - Fisher information - Monte-Carlo simulations

1 Introduction

By measuring the displacement of molecules at the micrometer scale, diffusion-
weighted MRI (DW-MRI) is sensitive to the fine structure of biological tissues.
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Biophysical models have been proposed to extract useful information about tis-
sue microstructure in vivo. In particular in the brain white matter, axons have a
coherent organization. Besides estimating the orientation of fibers [21], one can
quantify the apparent intra-axonal volume fraction (IAVF), parameters of the
distribution of axon radii [5,6] or orientation coherence of the fiber orientations
[22].

Complementary to analytical modeling of the DW-MRI signal, Monte-Carlo
simulation offers increased flexibility for the description of biological substrates
and higher accuracy of the DW-MRI signal for selected microstructure config-
urations [14,15,18]. The signals computed using Monte-Carlo simulations were
shown to be a good predictor of those measured in vivo [19].

Another key factor, besides modeling, to improve the accuracy of microstruc-
ture features estimation is the experimental design. In [4], the authors present
a general framework for experimental design, applied to the optimization of
pulsed gradient spin echo (PGSE) sequence parameters for the estimation of the
composite hindered and restricted model of diffusion (CHARMED). The same
framework was later extended to oscillating gradient spin echo (OGSE) [12],
generalized gradient waveforms (linear-encoding) [11] and gradient trajectories
(spherical-encoding) [10].

In this work, we focus on the choice of gradient waveforms to optimize the
sensitivity of the acquisition to the intra-axonal volume fraction (IAVF) in white
matter. Using a three-dimensional substrate model of white matter and Monte-
Carlo simulations [18], we optimize the gradient waveforms for an increased
rotation-averaged Fisher information. The search for optimized waveforms fol-
lows a particle swarm heuristic. Our optimized waveforms are compared with
the PGSE sequence.

2 Methods

In this section, we present our novel framework for the generation of waveforms
sensitive to IAVF, beginning by designing a score measuring this sensitivity. We
then describe the numerical substrate, and how they can be used to compute
the scores. Finally, we describe the evolution approach that leads to optimized
waveforms.

2.1 A Score Based on the Fisher Information

The Fisher information is a measure of how sensitive a gradient trajectory, g,
is to a microstructure parameter of interest. Indeed, the Cramér-Rao bound,
defined as the lower bound on the variance of any unbiased estimator, is com-
puted as the inverse of the Fisher information [13]. In this study, we focus on the
TAVF, f, while the other microstructure parameters are fixed (see Sect. 2.2). We
focused on the IAVF for two main reasons: i- the TAVF is a biologically relevant
index of axonal loss, and therefore a biomarker specific to several neurodegener-
ative diseases; ii- measuring the IAVF from clinically plausible datasets is more
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accessible and less sensitive to noise than other parameters of interest, such as
e.g. axon diameter index, for which a precise estimation remains challenging
for diameters below 5pum. We derive in the sequel the Fisher information for
f, and provide implementation details for its computation using Monte-Carlo
simulations.

Signal and Noise Model. The signal attenuation model A(f,g) depends on
a the IAVF, f, and an effective DW-MRI gradient trajectory, g(t),t € [0,TE]
(TE is the echo time). Besides, the magnitude signal in DW-MRI is corrupted
by noise. As mentioned in [3], it is important to consider Rician noise rather
than Gaussian noise, since the latter leads to an unrealistic choice of higher b-
value. In some situations, the Rician model does not adequately describe noise
properties. However, in most cases, it can be considered a valid model [2]. The
probability density function of the measured signal, A, in noise is, with a spread
parameter o:

p(4; f,g,0%) = %Io (A(J;Qg)A> exp (—W> : (1)
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Computation of the Fisher Information. The Fisher information for the
parameter f is defined as

9% lo
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The full derivation for the Fisher information Fy (not reported here) can be
found in the Appendix of [3]; it can be computed from the estimation of the
partial derivatives 0A/Jf. Note that in our case, there is no analytical expres-
sion for the signal attenuation; instead, A is computed using the Monte-Carlo
simulator. Because of the intrinsic uncertainty in the signal, we cannot estimate
these partial derivatives using classical finite-difference. Therefore, we empiri-
cally propose to perform linear regression from a set of signals generated for 10
values of f around the value of interest.

We note that the Fisher information depends on the value of the IAVF f.
Without prior knowledge on this parameter, and to avoid introducing any bias
in the acquisition design, we compute the average Fisher information over a set
2 =1{0.25,0.50,0.75}:

(o) )
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Gradient Waveforms and Rotation Invariance. In this work, we focus on
gradient trajectories with a fixed orientation, u € S
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We want to separate the search for optimal waveforms from the search for optimal
sampling directions, the latter having already received prior attention in the
community [7-9,16]. Besides, to have a rotation-invariant measure, we define
the sampling score, U, as the average over directions on the sphere:

Ulg,o?) = /52 F(gu,o?®)d?u. (4)

In practice, the integral in Eq. 4 is computed by taking advantage of the cylindri-
cal symmetry of the substrates, and considering a set of nine gradient directions
making an angle 6 with the cylinders uniformly spread in the range [0, 7/2]. As a
result, we needed to run 270 simulations (3 TAVF values, each with 10 values for
the linear regression and each with 9 angles #) to compute the score U(g, 02) for
one waveform. Overall, this corresponds to 30 Monte Carlo particle trajectories
files to be generated.

2.2 Numerical Substrate Design

All substrates were generated assuming a two-compartment model composed of
intra- and extra-axonal spaces. The intra-axonal space compartment was repre-
sented using a collection of parallel cylinders with radius sampled from a Gamma
distribution I"(2.0,0.35) (in pm), which is in the range of values reported from
histology samples [1,17]. The extra-axonal space compartment corresponds to
space outside the cylindrical axons, which comprise the extra-axonal matrix,
glial cells, and cerebrospinal fluid. The substrates were then generated by ran-
domly placing a total of 10* sampled cylinders into an isotropic voxel, without
intersection between them, and ensuring periodicity at the voxel boundaries [18].
Figure 1, panel a), shows a toy example of a numerical substrate.

A total of 40 numerical substrates were generated for four TAVF of 0.25,
0.5, 0.6, and 0.75. For each of the four nominal IAVF, we generated 10 sam-
ples around the target value to compute the numerical derivative of the Fisher
information. To generate samples with the same intra-axonal configuration, but
slightly different TAVF, we first generated one randomly packed phantom for
each of the four selected IAVF, and then scaled each one of them by a small fac-
tor 1.0+ €, with e = {0.00,0.001,0.002, . ..,0.010}, without scaling the cylinders
radii distribution, as is shown in Fig. 1, panel b). This way, the same intra-axonal
space configuration is kept, but different IAVF can be computed. Doing so, we
avoid any bias arising from radii re-sampling and positioning of the cylinders,
which would effectively change the considered geometry, hence the signal.

Principle. To build waveforms with the highest score defined in Eq.4, we per-
form a stochastic optimization based on a genetic algorithm. To narrow down
the search space, the admissible range of b-values is pre-determined. Intuitively,
if the b-value is too low, there is almost no diffusion-weighting; conversely, a too
high b-value leads to a highly attenuated signal which has an amplitude com-
parable to that of the noise floor. We start with an initial set of 100 random
waveforms, and we perform cross-overs to build the next generation.
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Fig. 1. Example of substrate design composed of intra- and extra- axonal spaces. The
intra-axonal space compartment is represented using a collection of parallel cylinders
with various radii packed inside a containing voxel, which results in the top view
displayed in panel a). Panel b) shows how the base configuration is then transformed
by scaling the voxel and the position of the cylinders by a constant factor, but without
scaling the cylinder’s radii; this transformation reduces the volume ratio between the
voxel and the cylinders total volume, thus reducing the represented IAVF.

Initialization. The process to build random gradient waveforms is based on
Markov Chains: the value of the waveforms at time ¢ + dt only depends on the
value of the waveform at time ¢. This method allows us to build waveforms
that respect the properties of maximum gradient strength (T - m™!) and slew
rate (T -m~! - s7!) that are well documented. Other limitations such as the
duty cycle could have been added [20], but are not documented enough to add
numeric constraints. We referred to the limitations of a SIEMENS Prisma 3T,
for possible future experimentations:
-1 . dg -1 -1
lg(t)] <80mT - m ; ‘dt(t)‘<200T-m s (5)
We generate the waveform between ¢ = 0 and t = TE/2, and we perform a
symmetry to obtain the full gradient trajectory. Examples of randomly generated
gradients are shown on Fig. 2(a). We generated several waveforms and selected
only those that have a b-value in the targeted range.

Evolution Process. We defined the cross-over as the combination of two wave-
forms. We keep the beginning of a waveform, and the end of another, as shown
in Fig. 2. The position of the cut is sampled randomly from a Gaussian centered
on TE/4, with a standard deviation of TE/12 to avoid that the new waveform
inherits too much from only one of the two previous waveforms.

2.3 Genetic Evolution

The generation ¢ + 1 is built on generation ¢. First, we randomly select two
waveforms. Then, the probability to select a waveform is a linear scaling of the
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Fig. 2. [llustration of the cross-over between two waveforms (a), g1 and g». We prepare
two amplitude modulations (b) which will keep respectively the beginning and the end
of waveforms g1 and g2. After applying this modulation, we sum the results to obtain a
new waveform (d). NB: we only represent the chronogram for ¢ € [0, TFE/2], i.e. before
the 180° pulse.

score that leads to have a probability to select the waveform with the highest
score 10 times higher than selecting the waveform with the lowest score. If the
b-value of the resulting waveform is outside the targeted range, we drop this cross-
over and try another one. We repeat this process until having 95 waveforms that
fall within the target range. The last 5 waveforms needed to complete generation
i+ 1 are randomly generated such as for generation 0 to promote novelty.

2.4 Signal Simulation

The simulated DW-MRI signals were computed using DW-MRI Monte-Carlo
simulations as described in [18]. However, since in each iteration of our proposed
framework it is required to recompute the DW-MRI signal of all the numerical
substrates at each generation of waveforms, this requires generating a high num-
ber of new signals for the same substrate. Because of this, we proposed to first
generate and store all the Monte-Carlo particles dynamics required to compute
the DW-MRI signal using the MC/DC open-source simulator [18], and then use
a tailored version of this simulator written in C++ CUDA, which is able to com-
pute the DW-MRI signal in a fraction of the original computation time. Using
the latter approach, we were able to produce one generation of waveforms in
about 30 min, in contrast to 20 h for the former.

For each numerical substrate, we generated and stored a total of 2 x 10°
particles, with a maximum diffusion time of 100 ms, and in time-steps intervals
of 20 ws. The diffusion coefficient was set to D = 1.7 x 1072 m? - s71 [3].

3 Results and Discussion

3.1 Pre-optimization of the b-value

In Fig. 3, we report the Fisher information for several b-values ranging from 0 to
5,000s - mm~2, with 100 different waveforms for each b-value. We first notice a
high variability within one b-value. This shows that the b-value is not enough to
characterize the efficiency of one waveform for the estimation of the TAVF. Then,
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Fig. 3. Fisher information computed for a family of randomly generated gradient wave-
forms, spanning a range of b-values from 0 to 5,000s - mm~2. The Fisher information
shows a dependence on the b-values, but within a given b-value, there is a remaining
variability which is explained by waveform. We restricted our waveform search in the
b-value range of [1500,3100] s-mm™2 (value above the red line) to further investigate
their sensitivity to the IAVF.

we also notice that the b-value still represents an important parameter since we
observe, as expected, a low score for low b-values and too high b-values. This
result leads us to restrict our search for waveforms to those within the target
range [1,500s - mm~—2; 3,100s - mm~2].

3.2 Waveforms Optimization

As we can see in Fig.5a, after 30 generations, the score of the waveforms has
increased compared to generation 0. Since most of the waveforms of generation
30 have a higher score than the random waveforms of generation 0, one can
hope that this increase is due to the optimization process and not only to new
random waveforms incorporated at each generation. The waveforms with the
highest score of generation 30 are shown in Fig. 4.

b=2522 b=1934 b=2201 b=1700

o 20 40 60 80 100 [ 20 40 60 80 100 0 20 40 g0 100 0 20 40 60 8 100

ms ms ms ms

Fig. 4. Waveforms genetically generated to optimize the Fisher Information. From left
to right, the figure shows the 4 waveforms of generation 30 with the highest score.
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Fig. 5. Histogram of the Fisher information of DW-MRI sequences. (a) Histogram
associated to gradient waveforms across four generations of the genetic algorithm. (b)
Histogram computed for the family of 1,000 PGSE.

3.3 Comparison of Score Between PGSE and Genetically Optimized
Waveforms

As a proof-of-concept, we compared our optimized waveforms with PGSE. We
computed the score for a family PGSE covering a wide range of timing and
gradient amplitude parameters. We generated all the PGSE sequences with
Gmax = 80mT - m~!; § between 0.5ms and 40 ms with a step of 0.5ms; and
A between 10ms and 80ms with a step of 0.5ms. After filtering only feasible
sequences, and only selecting those with a b-value between 1500 and 3100, we
obtained approximately 1,000 PGSE. Figure 5b shows the distribution of scores
among these PGSE sequences.

The maximum score with these b-values is lower than the score obtained
with generalized waveforms in generation 30. We can also notice that, even in
generation 0, some randomly generated waveforms had a higher score than PGSE
sequences. This shows that generalized waveforms have a greater potential than
PGSE sequences at identifying the substrate’s TAVF.

4 Conclusion

The optimization of gradient waveforms is an important step in designing new
acquisition sequences in DW-MRI. The generalized waveforms protocol obtained
in this work is optimized independently from the sampling directions. We
designed a genetic algorithm to make the waveforms evolve. After a few genera-
tions, our algorithm created a family of waveforms that have a higher sensitivity
to the TAVF than PGSE.

We have presented a novel framework with several advantages. First, it
is based on Monte-Carlo simulations, and thus can be adapted to a variety
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of microstructure configurations, such as substrate with various compartment
shapes and sizes. Second, generalized waveform optimization can be performed
on one or several microstructure parameters of interest. In this work, we opti-
mized for the IAVF parameter in two-compartment substrates composed of par-
allel cylinders with various radii and packing densities, but other biomarkers can
be used instead. The only requirement is our ability to compute partial deriva-
tives of the signal with respect to these parameters. Future work will target
angular dispersion and spherical pore size parameter estimation. In vivo exper-
iments will be a necessary step for the validation of the generated waveforms.
Designing an experiment that shows the efficiency of the waveforms without
having the ground truth microstructure is a challenging issue.
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