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Purpose: We have introduced an artificial intelligence framework,
31P-SPAWNN, in order to fully analyze phosphorus-31 (31P) magnetic resonance
spectra. The flexibility and speed of the technique rival traditional least-square
fitting methods, with the performance of the two approaches, are compared in
this work.
Theory and Methods: Convolutional neural network architectures have been
proposed for the analysis and quantification of 31P-spectroscopy. The generation
of training and test data using a fully parameterized model is presented herein.
In vivo unlocalized free induction decay and three-dimensional 31P-magnetic
resonance spectroscopy imaging data were acquired from healthy volunteers
before being quantified using either 31P-SPAWNN or traditional least-square
fitting techniques.
Results: The presented experiment has demonstrated both the reliability and
accuracy of 31P-SPAWNN for estimating metabolite concentrations and spec-
tral parameters. Simulated test data showed improved quantification using
31P-SPAWNN compared with LCModel. In vivo data analysis revealed higher
accuracy at low signal-to-noise ratio using 31P-SPAWNN, yet with equivalent
precision. Processing time using 31P-SPAWNN can be further shortened up to
two orders of magnitude.
Conclusion: The accuracy, reliability, and computational speed of the
method open new perspectives for integrating these applications in a clinical
setting.
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1 INTRODUCTION

Phosphorus-31 magnetic resonance spectroscopy
(31P-MRS) is a noninvasive technique that is widely used
to probe cellular metabolism in vivo.1,2 31P-MRS notably
allows to measure high-energy phosphate metabolites
that are associated with the metabolic activity of the cell,
and represents an alternative method for estimating the
intracellular pH.3-5 31P-MRS acquisition displays a lower
relative sensitivity than hydrogen-1 (1H) at a constant mag-
netic field.6 Thus, acquisition is usually performed using
larger voxel sizes to achieve a sufficient signal-to-noise
ratio (SNR), while maintaining an acceptable scan time
for the patient. When performed in combination with spa-
tial phase encoding, 31P-MRS imaging (MRSI) provides a
multi-voxels acquisition that maps metabolites across the
entire field-of-view (FOV).7 As the current resolution is
still a limitation for clinical applications, there has been
increasing interest in achieving efficient quantification,
while improving the spatial resolution.8-10

In recent decades, advances in computing power and
parallelization capability have resulted in the rapid devel-
opment of a wide variety of machine learning algorithms.
These performance improvements along with the renewed
interest in the field have broadened its scope of applica-
tion.11 One popular deep learning (DL) technique has so
far been the convolutional neural network (CNN). CNNs
are employed to detect and extract structural relation-
ship features from data samples. This general character-
istic is used for many applications, including visual and
speech recognition, localization, segmentation, and gen-
eral regression analysis, as well as classification.12 The
method requires a labeled training dataset that must be
representative of the actual data to be analyzed. For some
applications, the labeled dataset can be generated by sim-
ulation so as to create a training set of arbitrary size. Once
trained, the CNN model is able to process large datasets
within a short time without further adjustments.13

The widely used method of reference in this field,
LCModel, is an a priori knowledge software for MRS fit-
ting and quantification. The software performs a nonlinear
optimization in order to fit the data with a linear combina-
tion of reference basis spectra, as well as to estimate spec-
tral parameters, including line shape, phase, and chemical
shift of the metabolites. However, the method requires
non-negligible computing time and may thus be limited
in quantifying low SNR spectra.14 While the software has
been originally developed to fit 1H15 spectra, researchers
were able to extend its use further in order to analyze
carbon-13 (13C)16 and 31P17 spectra.

CNNs are increasingly employed for medical image
analysis such as MRI.18-21 Preliminary application of
machine learning14,22 and CNN23-26 in proton MRSI

revealed high robustness to noise. In addition, CNNs can
be applied in order to perform concentration quantifica-
tion.23 Application of CNN to 1H-MRS has demonstrated
this method to display equal or better level of perfor-
mance, while having a faster computational time than
current standard MRS metabolites quantification methods
like LCModel.24

Whereas current methods for estimating metabolite
concentration in MRS primarily rely on spectral fitting
with residual least-square minimization, we have herein
proposed an alternative approach using 31P-SPAWNN. Its
objective function is based on residual minimization of
the spectra parameters (i.e., metabolite concentrations). A
spectrum can be reconstructed based on these estimates,
which must, however, not be confused with a spectrum
fitting.

Using our proposed 31P-SPAWNN method, we have
demonstrated its feasibility and reliability in accurately
quantifying 31P-MRS related metabolite concentrations
and spectral parameters, even at low SNR, obtained on
both simulated and in vivo data. The current study
describes SPAWNN’s architecture, and the generation of
simulated datasets for supervised learning, as well as the
reconstruction based on the physical model for compari-
son with fitted spectra. A performance evaluation is pro-
vided based on a comparison of our model with LCModel
using simulated datasets. Lastly, we present the results
using our proposed technique on the 31P-MRS in vivo and
brain data acquired on a 3 tesla (T) clinical MRI.

2 THEORY

2.1 Generation of simulated spectra

The simulation of spectra must incorporate an extensive
set of parameters in order to faithfully mimic the measured
MRS spectra. The signal of a metabolite is the combination
of multiple resonance modes, Mm(t), based on the NMR
parameters observed in vitro.27 The complex magnetiza-
tion of a molecule of metabolite m at time t after an exci-
tation RF pulse can be calculated based on the expected
value of the spin-raising operator for the corresponding
coupled-spin system28(p. 158-165)

Mm(t) =
modes∑

n
Am,n ⋅ ei𝜙m,n e2𝜋it𝜓m,n

, (1)

where n is the transition index between energy states
within the density matrix formalism, which we refer to as
“mode”. Am,n is the transition amplitude, 𝜙m,n the phase
modulation (e.g., due to J-coupling), 𝜓m,n the transition
frequency (chemical shift) of the nth mode, and i is the
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imaginary unit. A mode corresponds to a singlet resonance
or one of the multiplet resonances observed in the fre-
quency domain, such as the phosphocreatine (PCr) singlet,
the 𝛼-adenosine triphosphate (ATP) doublet, or the 𝛽-ATP
triplet. The spectroscopic signal (FID) S

𝑗
(t) of a sample is a

linear combination of all the metabolite time domain sig-
nals. A spectrum of index 𝑗 versus time can be written as
follows

S
𝑗
(t) = eiΦ0

𝑗

metabolites∑

m
Cm,𝑗

Mm(t + Δt
𝑗
)

⋅ e2𝜋itΨm,𝑗 e−(tLm,𝑗

+t2G2
m,𝑗

) + B
𝑗
(Δt

𝑗
) + 𝜖

𝑗
(t), (2)

where Φ0
𝑗

is the zeroth-order phase and Cm,𝑗
is the con-

centration of the mth metabolite, which multiplies the
corresponding Mm(t) metabolite time series signal. Ψm,𝑗

corresponds to the chemical shift variation specific to the
mth metabolite. In the context of an excite–acquire acqui-
sition scheme (FID-MRS, FID-MRSI), Δt

𝑗
represents the

acquisition delay time between the RF pulse and the begin-
ning of the signal acquisition. This delay is associated with
the first-order phase of the spectrum. Lm,𝑗

and Gm,𝑗
cor-

respond to the Lorentzian and Gaussian parameters that
combine into a Voigt linewidth Vm,𝑗

. 𝜖
𝑗
(t) is the noise,

while B
𝑗
(t) is a baseline created by the sum of multiple

Gaussian components, computed as follows

B
𝑗
(t) =

no. of Gaussian components∑

k
𝜉k ⋅ ei𝛼k e2𝜋it𝛽k e−t2

𝛾

2
k , (3)

where 𝜉k is the amplitude, 𝛼k is the zero-order phase, 𝛽k is
the frequency shift, and 𝛾k is the width of one component.
The time domain signal S

𝑗
(t) is finally Fourier transformed

in order to obtain the simulated spectrum used as input
for either the SPAWNN or LCModel approaches that are
described below.

2.2 Convolutional neural networks
architectures

For our proposed SPAWNN method, we have combined
two different CNN models, one being a variant of a LeNet-5
model29 and the other being based on a U-Net model.30

LeNet-5, which is one of the most common neural net-
work models, is widely used for classification and regres-
sion.31 LeNet-based CNNs have been applied in the spec-
troscopy field.25,32,33 The model consists of consecutive
convolution layers that encode the data into features, and
it is terminated by fully connected layers. Each convolu-
tion layer convolves the output of the previous layer using
different filters, while extracting at each step higher-level

features and patterns.34 Fully connected layers enable
nonlinear relationships between features and extraction
of targeted information. This SPAWNN-Quantification
(SPAWNN-Q) model takes the Fourier transform of S

𝑗
(t)

from Equation (2) as input, and it returns a finite num-
ber of target values. Our proposed approach uses the
SPAWNN-Q model in order to estimate the metabolite con-
centrations, as well as the values of spectral parameters
like Φ0

𝑗

or Δt
𝑗

from Equation (2).
The U-Net combines both low-level detail information

and high-level semantic information.35 This type of model
that is mainly used for segmentation purposes30 finds
applications in MRS.36,37 The model has been successfully
applied to medical image classification, segmentation, and
detection tasks.38 The U-Net type model’s architecture is
first composed of an encoding part, and then of a decod-
ing part. The contracting part uses a series of convolutional
and down-sampling layers to extract information in fea-
tures, while the expanding part then performs a series of
up-sampling in order to recover the initial input’s dimen-
sion.30 At each up-scaling step, the U-Net performs a con-
catenation between the upscaled layer and the correspond-
ing layer of the contracting part, allowing for higher resolu-
tion and less encoded information to be mixed in the sub-
sequent decoding. Our SPAWNN-Baseline (SPAWNN-Bl)
U-Net model estimates the baseline, taking as input the
Fourier transform of S

𝑗
(t) from Equation (2) and returning

the estimated baseline B
𝑗
(t) from Equation (3).

3 METHODS

3.1 Spectra simulation and training
dataset

The following metabolites have been included in the simu-
lated spectra: phosphocreatine (PCr), inorganic phosphate
(Pi), membrane phospholipids (MP), adenosine triphos-
phate (𝛼-ATP, 𝛽-ATP, and 𝛾-ATP), and nicotinamide ade-
nine dinucleotide (NAD+ and NADH). In addition, the
phosphomonoesters (PME), composed of phosphocholine
(PC) and phosphoethanolamine (PE), and the phos-
phodiesters (PDE), composed of glycerophosphocholine
(GPC) and glycerophosphoethanolamine (GPE), were also
included. Spectra were simulated with this 12-metabolite
set, as previously described in the theory section. The
resulting dataset consisted of 106 simulated spectra for
training, 104 simulated spectra for validation, and 104 sim-
ulated spectra for testing. Generating the training dataset
took 1.5 h. The generated spectra were set to reproduce
the experimental conditions at a 3T field strength, using
spectra made from discrete time series of 2048 points
with a dwell time of 0.25 ms, corresponding to a 4000 Hz
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bandwidth ranging from−40 to 40 ppm centered at the PCr
resonance.

The structural modes of each metabolite multiplet
were calculated by means of a density matrix simula-
tion using GAMMA software library, including 31P-31P
J-coupling (JPP) as appropriate, while yielding the mode
amplitude, the resonance frequency and the phase accord-
ing to Equation (1).39 Homonuclear values of JPP were
found using the previously reported values of chemical
shift and J-coupling.17 Each metabolite time series was
then multiplied by a concentration value Cm chosen fol-
lowing a normal distribution with a mean value of 1 and a
standard deviation of 5, and taking account of its absolute
value so as to impose positive concentration values.

Each Fourier transform S
𝑗
(t) of the Equation (2) was

generated from randomly chosen parameters. The fol-
lowing parameters were chosen using a uniform proba-
bility distribution: Φ0 ∈ [0, 2𝜋] rad, Δt ∈ [0, 0.6] ms, and
Ψ ∈ [−20, 20]Hz. Each of the metabolites was chemically
shifted within a range of ±16 Hz, in addition to the chem-
ical shift Ψ of the spectrum. The Voigt linewidth was
set between 1 and 80 Hz, before being decomposed into
a Lorentzian L coefficient and a Gaussian G coefficient.
Given that the B0 inhomogeneity was the same for all
metabolites, the linewidth was assumed to reflect a T2
effect, so PCh, PE, GPE, and GPC were grouped with the
same linewidth coefficients values. ATPs were grouped
together, as were NAD+ and NADH, while Pi, PCr, and
MP all displayed their independent T2 values. The value
of 𝜙m,n turned out to be negligible and was thus set to
zero as our data were acquired with an excite–acquire
sequence.

The baseline B was a sum of 30 Gaussian components.
Each Gaussian function exhibited four random parame-
ters, chosen with a uniform probability distribution. The
amplitude ranged from 0 to the spectrum’s maximum
amplitude. The Gaussian displayed the zero-order phase
between 0 rad and 2𝜋 rad, along with a frequency shift to
cover the spectrum’s 80 ppm range, and a linewidth with

a minimum value of 300 Hz. The noise 𝜖 was simulated
as a complex white noise, exhibiting a normal distribu-
tion centered around zero, and with a scaled deviation to
the metabolite spectrum’s energy so as to reach SNR val-
ues between 0.5 and 20. SNR was therefore defined as the
ratio metabolite signals’ mean value to the standard devi-
ation of the noise. As all metabolites contributed to the
SNR in our definition, we labeled SNRmean for SPAWNN.
This definition was useful upon developing the neural net-
work for generating noise in the simulated dataset with the
broad metabolite concentration variation.

The neural network was trained using a generated data
set with specific parameter ranges, including spectrum fre-
quency shift, metabolite chemical shifts, and linewidth.
A trained network was then be able to accurately esti-
mate these parameters within the simulation ranges. For
example, given that the range of metabolite chemical shifts
was between −16 and +16 Hz, the neural network’s esti-
mation in an in vivo spectrum is anticipated to be accurate,
provided that the actual metabolite chemical shifts are
within this range.

3.2 Convolutional neural network

All the networks were trained on 106 simulated spectra.
The regression loss function was calculated based on the
mean squared error (MSE) function, and we used Adam as
an optimized gradient descent algorithm.40 Figure 1 illus-
trates the flowchart of our method with the input data
preparation and the different neural networks. The CNNs
were trained on spectra ranging from 10 to−25 ppm, corre-
sponding to the in vivo metabolites chemical shifts range.
With a resolution of 25.6 points/ppm, the frequency win-
dowing of the spectrum corresponded to an array of 899
complex points. Prior to the input, each spectrum was
normalized with respect to its energy, following which
complex values were represented by two-channel arrays of
899 points.

SPAWNN-Q

Spectrum Reconstruction
(optional)

SPAWNN-Bl

Baseline output

Parameters estimation output

Concentration estimation output

Baseline CNN

Parameters CNN

Metabolites CNN

Preprocessing
 •Frequency windowing (10 ppm to -25 ppm)
 •Spectra normalization
 •Padding and stacking real and imaginary parts

Input data
(spectrum)

F I G U R E 1 Data analysis flowchart illustrating the different steps of the Spectral Analysis With Neural Networks (SPAWNN) pipeline.
The method uses three convolutional neural networks (CNN) to estimate the metabolite concentrations, spectrum parameters, and baseline.
Data preparation consists of spectrum normalization, with windowing over the range of 10 to −25 ppm. Padding (mirror replication of the
first and last 5 points of the array) and stacking of the real and imaginary parts (switch from a complex array of 1 × 899 points to a real array
of 2 × 909 points by separating the real and complex part of each point) were then applied.
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25

es�ma�on

Loss:
MSE
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conv
(7x1)
ReLU
maxPool
(2x1)

known
target

899x2x32
897x1x32 437x1x40 212x1x40 103x1x48 47x1x64

F I G U R E 2 SPAWNN-Quantification (SPAWNN-Q) model architecture for metabolite concentration and parameter estimation. The
convolutional neural network takes the spectrum as an input layer and performs six successive steps of convolution, ReLU activation, and
pooling. Then, the five final steps are fully connected layers with PReLU activation. 𝛿 is equal to 20 for the parameters, and 14 for the
metabolite concentration estimations.
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input : 
spectrum
complex

920x3x32 920x3x32

460x3x32 460x3x40 460x3x40

920x3x64 920x3x32 920x3x32 920x3x32

460x3x80 460x3x32 460x3x32

230x3x40 230x3x48 230x3x48 230x3x96 230x3x40 230x3x40

115x3x48 115x3x48115x3x48

F I G U R E 3 SPAWNN-Baseline (SPAWNN-Bl) model architecture for baseline estimation. The U-Net takes the spectrum as an input
layer and performs three down-sampling steps with convolution and PReLU activation. Then, it performs three up-scaling steps with
convolution and PReLU activation. At each up-scaling, the new layer is concatenated with the corresponding down-sampling layer. The
output is the estimation of the baseline and has the same dimension as the input.

The first two CNNs, which were inspired by a LeNet-5
model, were designed to assess metabolite concentra-
tion quantification and parameter estimation, as shown
in Figure 2, with a network’s output represented by 𝛿,
as the number of targeted values returned by SPAWNN.
For the metabolite concentration estimation, SPAWNN
was trained to estimate the concentration of the 12
metabolites listed in section (III.A), along with adding
the sum of PMEs and PDEs, whereby the metabolite
concentration estimation returned 14 values. The sec-
ond CNN was trained to estimate the values of 28 spec-
tral parameters, including zero-order phase, time delay,
spectrum frequency shift, metabolite chemical shifts,
Voigt linewidths, Gaussian linewidths, and SNRmean. The
Lorentzian linewidths were then calculated with the Voigt
and Gaussian values using the pseudo-Voigt approxima-
tion.41 The CNNs were implemented in Python (3.6.9)
using the libraries TensorFlow (2.2.2) and Keras (2.4.3).
The networks were trained on 80 epochs with 800 spec-
tra per mini-batch. There were about 3 ⋅ 105 parameters to

train, with the training time taking less than 2 h on the
GPU (NVIDIA Titan V).

The third network was a U-Net model, as shown in
Figure 3. The network was able to estimate the input spec-
trum’s baseline, returning an array of the same size (899
complex points). The U-Net was trained on 50 epochs
with 500 spectra per mini-batch. There were about 4 ⋅ 105

parameters to train, with the training time taking around
6 h.

3.3 LCModel

As reference for comparison, we have analyzed all
31P-spectra using LCModel (Version 6.3-1L).42 The basis
spectra were simulated using the GAMMA software
library39 using the same physical model as for the simu-
lated data for SPAWNN. The metabolites included in the
basis were the 12 metabolites described above. Since phos-
phorus spectra were centered on the PCr peak at 0ppm,
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the reference peak was set at 15 ppm (PPMK = −15) for
generating the basis set. The basis was created using a
fixed linewidth of 5 Hz, with the LCModel parameters:
DEEXT2 = 15 and DESDT2 = 10. For LCModel fitting, Pi
and 𝛾-ATP were chosen as reference metabolites, result-
ing in the following parameters: CHUSE1= ’Pi’,’gATP’ and
PPMREF(1,2)= 5. We set SDDEGP= 50 and SDDEGZ= 50
to enable LCModel to find the correct zero- and first-order
phases. The other parameters used were the same as those
reported by Deelchand et al.17

3.4 Magnetic resonance spectroscopy
protocol

In vivo measurements were performed on a clinical
Prisma-fit 3T MRI scanner (Siemens Healthineers, Erlan-
gen, Germany) equipped with multinuclear capabilities.
Data were obtained from 10 healthy volunteers. Writ-
ten informed consent was given by all the volunteers
before participation and the study protocol was approved
by the institutional ethics committee. No decoupling was
applied during the phosphorus acquisition. Anatomical
reference 1H images were obtained with T1-weighted
MP-RAGE acquisition. The volunteers were scanned using
a dual-tuned 1H and 31P head coil (Clinical MR solutions,
Brookfield, Wi.)

The unlocalized FID sequence consisted of a rectangu-
lar excitation pulse of 0.25 ms with a flip angle of 45◦. The
repetition time (TR) was set at 1500 ms, and the echo time
(TE) was 0.35 ms with 32 averages. The bandwidth was
4000 Hz for 2048 sampling points. The acquisition took
about 1 min. For three volunteers out of 10, another unlo-
calized FID was obtained using the same parameters, yet
with 600 averages.

The 3D 31P-MRSI was acquired on the whole brain
with a 10 × 10 × 10 matrix. The FOV dimension was
250 mm isotropic for a nominal spatial resolution of 25 mm
isotropic. The sequence consisted of a rectangular excita-
tion pulse of 0.25 ms with a flip angle of 45◦. The repetition
time (TR) was set at 1500 ms, and the echo time (TE) was
0.5 ms with 24 weighted averages.43 The bandwidth was
4000 Hz for 2048 sampling points. The acquisition took
37 min.

3.5 Spectrum processing

The in vivo FID data were extracted from the MRI
raw data format. Averages and Fourier transforms
were calculated using a Python script (Python Soft-
ware Foundation, version 3.6.9), and the data were
converted to Hierarchical Data Format (HDF5). No

preprocessing was applied to the spectra prior to
analysis.

3.6 Data analysis and statistic

The results estimated on the simulated dataset were ana-
lyzed using the coefficient of determination R2.44 To com-
pute the variability of the coefficient of determination,
bootstrap statistics was performed on the data.45 The boot-
strapping was performed by selecting randomly spectrum
subsets with replacement and repeated computation of R2

on these subsets. This evaluation was repeated 2000 times
in order to compute the probability distribution of R2.

Concerning volunteer data, no reference measure-
ment was available to correct for variation of B1 and sig-
nal intensity, allowing absolute concentration estimation.
Both methods, LCModel and SPAWNN, returned normal-
ized concentration values that were within a constant,
yet unknown, factor of the actual concentration value.
The results were presented and analyzed as metabolite
concentration ratios, since the ratio of two metabolites is
independent of the scaling factor.46

The computational analysis was performed using
Python.

4 RESULTS

Results of simulated data are shown in Figure 4. An
example of a simulated spectrum with three decreasing
SNRmean (no noise added, 4, 2) is presented in panel (A).
For illustration purposes, the simulated spectra shown in
the figure do not contain baselines, phase or frequency
shifts, and significant linewidth. Panel (B) illustrates the
performance of SPAWNN and LCModel with the coef-
ficient of determination R2 and bootstrapping. The per-
formance was assessed on another test set of 104 spec-
tra that were independent of the training dataset and
never evaluated by the model before. The bootstrap statis-
tics was computed using random spectra subset selec-
tion with replacement and repetition of the analysis 2000
times. The results showed similar to slightly better per-
formance of SPAWNN compared with LCModel for the
quantifying Pi, ATPs, PCr, PE, PCh, and GPE, with sim-
ilar or higher R2 values and smaller variance. Since
LCModel displayed strong pairwise correlations between
NAD+ and NADH, the total NAD (tNAD) concentra-
tion was computed for both methods for comparison pur-
poses. The performance of SPAWNN in quantifying tNAD
(R2 = 0.813 [±0.005]) was comparable to that of other
metabolites, whereas the results of LCModel were less
accurate (R2 = 0.771 [±0.006]). GPC concentration was



SONGEON et al. 7

(A)

(B)

(C)

c

F I G U R E 4 Results on simulated data. (A) Examples of SNRmean for a simulated spectrum with no noise (top), SNRmean of 4 (middle),
and SNRmean of 2 (bottom). (B) Comparison of the coefficient of determination R2 with bootstrapping between SPAWNN and LCModel for
each metabolite. A new dataset of 104 spectra was created to compare the two methods. (C) SPAWNN’s coefficient of determination R2 for
each metabolite concentration estimation as a function of the SNRmean range.

better estimated with SPAWNN (R2 = 0.916 [±0.002]) than
LCModel (R2 = 0.862 [±0.005]). Regarding MP estima-
tion, both SPWANN (R2 = 0.770 [±0.004]) and LCModel
(R2 = 0.787 [±0.008]) exhibited a low performance com-
pared with all other metabolites, regardless of SNR bins
(Figure 4C). Figure 4C shows the SPAWNN’s coefficient of
determination R2 for each metabolite concentration esti-
mation as a function of SNR range. The evaluation was
performed on the simulated test dataset of 104 spectra,
separated in SNR bins with increment of 1. The coeffi-
cient of determination R2 was computed on the entire
test dataset between the model evaluation concentration
and the ground truth. For all the metabolites, the value
of the coefficient of determination decreased with SNR.
Most metabolites had an R2 value greater than 0.8 for
all SNR bins. SPAWNN-Bl evaluation of the test set base-
line yielded a coefficient of determination of R2 = 0.97
calculated between the pairwise correlation of the true
baseline and the estimated baseline.

Analyzed 31P-MRSI in vivo data are shown in Figure 5
for SPAWNN (left) and LCModel (right). The data dis-
played are the sum of 8 voxels from the occipital cortex
of one of the volunteers. The top plots are the spec-
tra with either the reconstruction or the fit from each
model. The middle plots are the residuals and the bot-
tom plots show the signals for each metabolite sepa-
rately. For SPAWNN, reconstruction of a spectrum was
performed by using the estimated baseline, parameters,
and concentration values, and by recreating the spec-
trum after Fourier transform of equation (2). The recon-
structed spectrum is shown in red overlapping the in vivo
data.

Comparative analysis of the metabolite concentration
ratio between LCModel and SPAWNN is displayed in
Figure 6. The results were derived from the sum of 8 MRSI
voxels located in the occipital region for each of the 10 vol-
unteers. The mean value of 𝛼-ATP, 𝛽-ATP, and 𝛾-ATP was
computed and reported as ATP. The concentration of PCr
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F I G U R E 5 Comparison of in vivo 31P-MRSI spectrum (TR = 1.5 s, TE = 0.5 ms, sum of 8 voxels with 24 weighted averages each)
evaluated and reconstructed with SPAWNN (left) and fitted with LCModel (right). The figure displays SPAWNN reconstruction and the
LCModel fit (top), the residuals (middle), and the contribution of each metabolite (bottom). No correction was applied before analysis.

(A) (B)

F I G U R E 6 Results on 31P-MRSI data, with the sum on 8 voxels. (A) Comparison of metabolite concentration ratios for the 10
volunteers with SPAWNN (circles) and LCModel (squares). ATP concentration is computed by averaging the concentration of the three
resonances. (B) Bland–Altman plot of the difference between estimated values by SPAWNN and LCModel versus the average of the estimated
values across all metabolite ratios and subjects.

was used as denominator for the ratios. Figure 6A shows
a plot of the metabolite concentration ratio estimated by
SPAWNN and LCModel, with a line connecting the data
of the same subject. Figure 6B shows a Bland–Altman plot
of the data from Figure 6C, with the difference between
the SPAWNN and LCModel estimations versus the aver-
age of the two values. The mean difference between the

two methods is 4.0 ⋅ 10−3, and the limits of agreements
(±1.96𝜎) are +0.139 and −0.131. The Bland–Altman plot
shows few outliers, but no systematic bias. Relative dif-
ferences and relative standard deviations are presented
in Table 1. A statistical t-test with Bonferroni correction
was performed, and the p-values are reported in the table
as well. The Bonferroni correction took into account the
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T A B L E 1 Statistics of the comparison of the metabolic
concentration ratio for the 10 volunteers with SPAWNN and
LCModel from Figure 6

Metabolite
ratio

Relative
difference
(%)

Relative
standard
deviation
(%)

p-value
(uncorrected)

ATP/PCr −4.69 6.93 0.073

Pi/PCr 7.37 7.68 0.018

tNAD/PCr 14.8 31.1 0.19

PE/PCr 3.0 13.6 0.53

PCh/PCr 2.16 15.5 0.68

GPE/PCr 8.36 11.4 0.055

GPC/PCr 1.63 11.3 0.83

MP/PCr −10.4 15.5 0.075

PME/PCr 3.0 9.4 0.36

PDE/PCr 3.9 17.6 0.52

Note: Statistical t-test was performed with Bonferroni correction for multiple
comparisons resulting in a lower threshold for rejecting the null hypothesis
to 𝛼 = 0.0056. No difference in metabolite ratios was found to be significant.

repeated t-tests (10 metabolites) and reduced the thresh-
old for rejecting the null hypothesis to 𝛼 = 0.0056. The
metabolite ratios showed relative differences lower than
10% for most of the ratios, except for tNAD/PCr and
MP/PCr. All metabolite ratios had a relative standard devi-
ation higher than the relative differences, with none found
to be significant.

Figure 7 illustrates the quantification performance of
SPAWNN and LCModel with respect to noise. The data
used were unlocalized FIDs with 600 averages acquired on
three volunteers. The 600 spectra acquired were randomly
selected retrospectively and averaged in groups ranging
from 1 to 600 spectra. We considered the reference values
to be the values estimated with 600 averages. The conver-
gence was then defined as the difference between the mean
value of the estimations and the reference value, with pre-
cision representing the standard deviation of the reference
value. Figure 7 presents the results for the 𝛾-ATP, PCr, PE,
PCh, GPC, and GPE. The two spikes in Subject #3 origi-
nate from an LCModel fatal error where the model failed
to converge.

Analysis of single voxels from in vivo 31P-MRSI with
the two methods is shown in Figure 8. The SPAWNN
spectrum reconstruction from two distinct brain voxels is
displayed. The T1 MP-RAGE 1H image is presented on the
left; the grid shows the voxel locations in the sagittal view
(top) and the corresponding axial slice (bottom) centered
on the blue box location. The analysis of voxel A and B
with SPAWNN and LCModel is shown on the right. Each

spectrum is presented with either the reconstruction or the
fit, with the residual underneath. The estimated SNRmean
for the spectra were 1.56 and 1.63, and the LCModel SNRs
were 16 and 20 for voxels A and B, respectively.

5 DISCUSSION

This study demonstrated the ability of SPAWNN to eval-
uate, quantify, and reconstruct 31P-MRS data. We focused
on two network architectures specifically developed to
fully identify spectral features of MRS data. SPAWNN-Q,
displayed in Figure 2, was used to extract the metabo-
lite concentrations and spectral parameters. We used two
separate networks running in parallel for efficiency and
flexibility, which also allowed for a better control of the
training phase during model development. However, a
single LeNet for both concentration and parameters esti-
mation was tested and yielded similar results. SPAWNN-Q
parameter network can be applied to MRSI data for phases
and frequency shift correction in order to sum individ-
ual spectra before complete quantification. SPAWNN-Bl
(Figure 3) was used for spectral baseline estimation.

Our synthetic dataset was simulated by summing inde-
pendent metabolite signals. However, ATP was simulated
as three independent resonances for 𝛾-, 𝛼-, and 𝛽-ATP,
thereby rendering the network more flexible in estimat-
ing concentration as well as chemical shift. The reason for
this choice was that other metabolites, such as adenosine
diphosphate (ADP), may overlap with 𝛾- and 𝛼-ATP and
influence the estimated concentration. In addition, three
ATP resonances were shown to exhibit different chemi-
cal shifts with varying concentrations of Mg2+.47 However,
our physical model assumed the same linewidth for the
three ATP resonances because of their identical T2 relax-
ation times. SPAWNN results demonstrated a high perfor-
mance on simulated datasets as well as on in vivo data
(Figures 4 and 6). This indicates that our simulation model
(equation (2)) is a good emulation of the physical NMR sig-
nal and faithfully represents the measured spectra using
excite–acquire sequences. The SPAWNN evaluations pre-
sented in Figures 5 and 8 show the reconstruction of the
spectra and illustrate the ability of SPAWNN to provide
a good estimation of the spectral parameters, concentra-
tions, and baseline, as the reconstructions matched the
spectra. Artificial intelligence (AI) approaches, such as
CNN, perform accurately if the measured parameters are
in the range of the training set. For specific applications,
it might be possible to train the network with a smaller
range of concentrations to possibly achieve better perfor-
mance. One could imagine having a specialized model for
each organ, with the concentration distribution centered
on the values reported in the literature. However, training
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F I G U R E 7 Results from unlocalized FID data of the occipital lobe. Comparison of metabolite concentration estimation by SPAWNN
and LCModel. The reference value is the estimate obtained with the average of the full acquisition (600 spectra). The plots show the
convergence and the difference in estimation of each model with respect to the highest SNR estimate.
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AA
B

(A)

(B)

F I G U R E 8 Examples of SPAWNN evaluation of a 3D 31P-MRSI acquired on a human brain. The figure shows two spectra (TR = 1.5 s,
TE = 0.5 ms, 24 weighted averages) arising from two brain regions. The T1 MP-RAGE 1H MRI is displayed on the left, indicating the slice
position and voxel locations. The voxel has a resolution of 25 mm isotropic. The spectra on the left represent the SPAWNN reconstruction
with the measurement data, and the spectra on the right the LCModel fitting for voxels A and B.

with a narrower parameter distribution could induce a bias
in the analysis of specific conditions or pathologies that
strongly affects the metabolism. Moreover, in a situation
where data are acquired with parameters outside the train-
ing range (e.g., strong artifact), the results of the analysis
should be discarded. The spectral reconstruction based on
estimates is an important tool to visually validate whether
the neural network estimate matches the in vivo spectrum,
in which case the results should be discarded. In this study,
we chose to train the networks over a very wide range of
parameter values to avoid this limitation. This wide range
does not compromise the quantification accuracy while
avoiding bias.

On the simulated data, SPAWNN compared favorably
to LCModel in terms of precision. The coefficient of deter-
mination R2 per metabolites, as a whole, was similar
for both approaches (Figure 4B). Of the 11 metabolites,
only three significantly differed between the two meth-
ods. SPAWNN performed better for tNAD and GPC, while
LCModel showed better performance on MP. NAD+ and
NADH can be accurately estimated with LCModel at 7T,48

due to the higher signal and greater chemical shift dis-
persion. By contrast, at 3T without proton decoupling, the
distinction between NAD+ and NADH is more difficult,
as illustrated by the results where tNAD was estimated
with the least accuracy. MPs were also estimated with
low accuracy by both SPAWNN and LCModel. This is
due to the larger peak width that makes the distinction
between the baseline and noise difficult. Figure 4B shows
that with bootstrap statistics, the standard deviation of the

coefficient of determination of the LCModel was larger
than that of SPAWNN for all metabolites. In addition,
SPAWNN estimates remained accurate (R2

> 0.8) for most
metabolites at a very low SNR (Figure 4C), highlighting the
robustness of the method.

In vivo data (Figures 5 and 8) showed that SPAWNN
can estimate the spectral parameters with good accuracy,
since the reconstruction of the spectra based on these esti-
mates closely matched the measured data. An example of
analysis with both methods for a volunteer is presented
in Figure 5. The data were obtained by summing 8 neigh-
bor voxels in the occipital region. By contrast, an analy-
sis with both methods for singles voxels of the volunteer
data is shown in Figure 8. The individual signals of each
metabolite as estimated by SPAWNN and LCModel are
displayed in Figures 5 and 8. The two methods showed
consistent signal for each metabolite. The residuals are low
with both approaches but nevertheless slightly higher with
SPAWNN. This is explained by the fact that LCModel is
a fitting algorithm while SPAWNN does not aim at mini-
mizing the residuals. Figure 6 presents the concentration
ratio values of the metabolites obtained on 8 averaged vox-
els from the occipital region of each subject. The results
are in very good agreement with the values reported using
PCr as internal reference.46,49,50 The Bland–Altman plot
shows that the mean difference of the two methods was
much smaller than the standard deviation and demon-
strates the absence of bias. The outlier points in Subject
#9 could be explained by poor B0 homogeneity during
the acquisition. By contrast, Subject #7 was the one with
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the best B0 homogeneity and showed close estimation
with both methods. Table 1 reveals that all relative stan-
dard deviations were greater than the relative differences,
indicating that inter-subject variation was greater than
between-method variation.

Figure 7 shows the convergence toward the esti-
mated value at high SNR by SPAWNN and LCModel.
The data originate from unlocalized FID with 600 aver-
ages acquired from three volunteers. Unlocalized FID was
used instead of MRSI in order to get optimum SNR with
reasonable acquisition duration considering 600 averages.
The plots aim to present the convergence of both mod-
els toward the reference value estimated at the highest
SNR, corresponding to the spectra obtained with 600 aver-
ages. For high-signal metabolites, such as PCr and ATPs,
both models displayed similar speed of convergence. For
lower-signal metabolites, such as PCh and GPC, the esti-
mation with LCModel differed by more than 10% from
the high SNR value even with high numbers of aver-
ages. SPAWNN showed faster asymptotic convergence
toward the concentration reference. Both SPAWNN and
LCModel demonstrated similar precisions, with more vari-
ation across subjects than across methods. Spectra from
Subject #1 had more noise and half lower SNR compared
with the other two subjects, which can be due to worst
shimming. The discontinuities observed in Subject #2 are
attributable to LCModel failure to converge (“fatal errors”)
and were considered as outliers. Over all the metabolites,
SPAWNN displayed more consistency and stability, espe-
cially at low SNR. This result suggests that the SPAWNN
approach is more robust at low SNR than LCModel, thus
implying a fewer number of averages to match the results
of traditional fitting methods. This could translate into
shorter acquisition time in a clinical setting or higher
reconstruction resolution for MRSI.

SPAWNN training time was 4 and 6 h for the two sub-
models. Nevertheless, once the weights were computed,
spectral analysis with SPAWNN was almost instantaneous.
Indeed, the evaluation of 105 spectra required approxi-
mately 5 min. This could be useful in the prospect of apply-
ing the method to 3D metabolite mapping, which requires
the analysis of the full dataset. As illustrated in Figure 8,
the 103 voxels of the dataset were analyzed in a few min-
utes, whereas the same analysis performed by LCModel
lasted almost 1 h. Faster computing time is a clear advan-
tage for clinical applications where a fast online processing
is highly desired.

Our study results compared with those of previously
published works that used neural network approaches
to analyze MRS.14,23,24 Das et al.14 presented a method
using random forest machine learning, while Hatami
et al.23 used a DL CNN model for quantification. Com-
pared with both methods, the physical model proposed

here for generating the simulated training set includes
a larger number of parameters, which should result in
a more complete variety of spectra, as well as artifacts
and distortions, as observed in vivo. The approach pro-
posed by Lee et al.24 aimed to learn the reconstruction
of the spectral real part, while ours aimed to learn the
metabolite concentration and parameters directly, with-
out optimized reconstruction. Other studies used a dif-
ferent approach to applying AI to NMR, such as the one
conducted by Da-Wei et al.51 who used a neural net-
work approach to perform deconvolution on overlapping
peaks.

The analysis was performed without measuring a ref-
erence signal, with therefore no possibility of absolute
quantification, and LCModel was used as a fair reference
for comparison of metabolite ratios. In a possible perspec-
tive, both models could be compared for absolute quan-
tification with the measurement of an in vitro reference
with a known concentration. The influence of the training
parameter ranges over SPAWNN robustness and stability
remains to be established. As mentioned above, narrow
specific parameter ranges might improve accuracy but
SPAWNN results would be unreliable for spectral param-
eters falling outside the training range. Possible improve-
ments of SPAWNN can be explored: the physical model
could notably be improved by taking into account more
distortions, such as eddy current effects. Future develop-
ments also include implementing SPAWNN for metabolite
mapping and determining a confidence interval for the
estimated values.

In conclusion, we presented a DL method of evalua-
tion, quantification, and baseline estimation for 31P-MRS,
combined with a reconstruction pipeline for spectral
reconstruction. The proposed SPAWNN method had a
high accuracy and robustness overall, especially at low
SNR, thereby allowing higher resolution reconstruction in
MRSI schemes. Our proposed approach had an extremely
fast computation time that offers the ability to analyze
large 31P-MRSI datasets almost instantaneously, which is a
significant advantage for possible applications in a clinical
setting.
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