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Abstract

High-resolution EEG recording has become standard in many experimental studies on human brain func-
tion and has found its place in the routine presurgical workup of patients with focal epilepsy in several
clinical centers. The main aim of high-resolution EEG is source localization with methods that have
become increasingly robust and precise. However, high-resolution EEG also allows a spatial analysis
of EEG and evoked potentials on the scalp level, thereby identifying topographic features of the scalp
potential field. Their value in understanding the dynamics of large-scale networks of the human brain
and as markers for neuropsychiatric diseases has been increasingly demonstrated. This chapter discusses
the advantages and limitations of such spatial analysismethods and the information that can be gained from
them. It also shows that the spatial frequency of the scalp potential field is higher than previously assumed
and discusses the consequences regarding the number of channels required to properly capture these spatial
frequencies.

INTRODUCTION

Recording an electroencephalogram (EEG) from multi-
channel arrays has become increasingly popular due to
advances in hardware and software technology. The
number of publications using the term “high-density
EEG” in the title or keywords has increased 10-fold dur-
ing the last 20 years. Very quickly after the discovery of
EEG, it became apparent that EEG signals vary substan-
tially over the scalp (Adrian and Matthews, 1934) and
that signals from different scalp areas should be recorded
routinely in clinical practice, leading to distributed elec-
trode placement (e.g., the 10–20 electrode placement
(Jasper, 1958)).

Intuitively, one would assume that more electrodes
placed on the scalp would correspond to richer informa-
tion derived from these signals. This sentiment has been
weakened by simultaneous intracranial and scalp record-
ings that suggested that several (6–10) square centime-
ters of cortex need to be active to generate a signal on
the scalp (Cooper et al., 1965), so dense electrode

spacing would simply oversample the electric field gen-
erated by such large patches of activity. However, this
size estimation, which was based on epileptic activity,
has been repeatedly shown to be incorrect. According
to calculations reviewed in H€am€alainen et al. (1993),
only 40–200mm2 of cortical surface must be simulta-
neously active to produce a nonnegligible extracranial
field. Therefore, depending on the event being recorded,
the spatial frequency of the scalp potential field can be
much higher so that low-density recordings lead to spa-
tial aliasing, mislocalization, and loss of focal signals.
EEG-arrays with interelectrode distances of less than
2cm were recommended by many authors, leading to
100–200 electrodes if the whole head surface is to be
covered.

Such high-density recordings inevitably lead to the
question of how to analyze these multiple signals prop-
erly, given that they are neither spatially nor temporally
independent. Terms such as brain mapping, EEG field
mapping, or brain topography have been introduced by
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researchers looking at such multichannel recordings
(Ragot and Remond, 1978; Nunez, 1981; Duffy, 1986;
Lehmann, 1987; Maurer, 1989; Gevins et al., 1990;
Wong, 1990). These terms refer to the analysis of the spa-
tial distribution of the potential field on the scalp that is
generated through volume conduction from the active
neuronal populations in the brain. Since changes in the
topography of these potential fields or maps are due to
changes in the distribution of the active neuronal popula-
tions in the brain (Vaughan, 1982) by physical law, a
common approach in the analysis of multichannel EEG
is to describe and compare EEG maps in different condi-
tions. Characterizing the topographies of evoked poten-
tial components, epileptic spikes, powers in certain
frequency bands, or certain characteristic oscillations,
such as spindles or slow waves, has become a common
approach in many high-density EEG studies. EEG topo-
graphic maps are the precursors for source localization
(Fender, 1987), and the configuration of these maps
can provide (if properly interpreted) an initial clue for
the possible localization of the underlying sources. If
the maps statistically differ over time, between condi-
tions, or between clinical populations, then the conclu-
sion that different brain networks were active is valid
(Lehmann et al., 1987). However, proper statistical pat-
tern recognition methods are required to distinguish map
configurations. Importantly, however, the inverse is not
true: similar map configurations do not permit the con-
clusion that the same generators were active in the brain.
Many different configurations of simultaneously active
sources can lead to the same topography of the potential
field on the scalp. This is the so-called “inverse problem”
(Helmholtz, 1853).

This chapter discusses the need for high-resolution
EEG and describes and illustrates different methods of
topographic analysis for EEG and evoked potentials. It
discusses the information that can be gained from such
analysis compared to classic waveform analyses and
the advantages and limitations of the interpretation of
the results derived from them.

SPATIAL ANALYSIS OF EEG

Sampling from distributed electrode arrays can reveal the
topographic distribution of the potential field in terms of
potential maps. Therefore, the amplitude at each elec-
trode site is represented as a color, and amplitudes at
unmeasured sites are interpolated to present a smooth
color display on a stylized picture of the head. Such map-
ping techniques were promoted heavily in the late 1970s
and early 1980s as a tool to easily localize the areas of
altered brain function in neurological and psychiatric dis-
eases, leading to considerable commercial activities

(John et al., 1977; Duffy, 1985). This initial enthusiasm
has been hampered by demonstrations of misinterpreta-
tion of these maps and by evidence showing that it adds
very little to the visual analysis of the EEG by competent
electroencephalographers (Harner, 1988; Nuwer, 1990;
Duffy et al., 1994; Nuwer, 1997).

The overinterpretation of the localization of brain
functions based on the visual inspection of brain maps
led to considerable discrediting of the method. Neverthe-
less, these initial efforts to focus on the spatial distribu-
tion of the potential field on the scalp triggered a growing
interest in quantitative spatial analysis methods, ulti-
mately leading to source imaging techniques for which
EEG brain maps are the precursor (Fender, 1987). Cur-
rently, source localization based on high-resolution
EEG has become standard in many experimental and
clinical studies, and methods to select the spatial features
that may be used to localize alterations in brain functions
have become available (Michel and Murray, 2012). The
spatial analysis of multichannel EEG has matured from
the initial qualitative description of colored brain maps
to a powerful quantitative brain imaging technique.

Reference independence of EEG maps

Traditionally, EEG and evoked potentials are analyzed
by characterizing waveform features such as the ampli-
tude and frequency of a spontaneous EEG, peak latency,
or the polarity and amplitude of evoked potential compo-
nents. Since EEG is a bipolar signal by definition, these
features depend on the choice of the recording reference.
The recorded signal at a given electrode always reflects
the local activity at the target and at the reference site.
This fact is well-known by clinical electrophysiologists,
who naturally look at EEG signals with different deriva-
tion schemes in routine clinical EEG. By doing so, elec-
trophysiologists enhance the appreciation of the spatial
distribution of the signal of interest. EEG mapping has
the same purpose: it visualizes the spatial distribution
of a given electrophysiologic event. Importantly, the
topography of the EEG map is reference-independent.
The reference only changes the zero-level (DC-shift),
but the topographical features of the map remain unaf-
fected (Lehmann, 1987; Pascual-Marqui and Lehmann,
1993; Geselowitz, 1998). Therefore, the topographic
analysis of the EEG is reference-free and eliminates
the reference problem of the EEG (Lehmann, 1987).
The same holds for EEG source imaging, which is
entirely based on the spatial distribution of the electric
field and is also not affected by the position of the refer-
ence as long as the reference electrode is placed on the
scalp and is included in the topographic reconstruction
of the potential field (Pascual-Marqui et al., 2009).
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While the reference-independence of EEG and
evoked potential maps is an important advantage of
EEG mapping analyses as compared to waveform ana-
lyses, it is important to note that this does not hold for data
transformed in the frequency domain: frequency transfor-
mation using FFT or time–frequency analysis calculates
the amplitude and phase of a signal at a given electrode
with respect to the reference electrode. Changing the ref-
erence electrode changes both the amplitude and the phase
at the target location and consequently changes the topo-
graphic distribution of the power at a given frequency
(Lehmann et al., 1986). Therefore, topographic analysis
in the time-domain is reference-free, but topographic
analysis in the frequency-domain is not (Lehmann,
1987). Fig. 12.1 illustrates this important fact, which has
significant consequences for frequency-domain analyses
of EEG, including the increasingly used analysis of func-
tional connectivity between EEG sensors.

Chella et al. (2016) recently demonstrated the impact
of the reference on such analysis by showing significant
reference-dependent differences in EEG functional con-
nectivity and graph network properties on the scalp level.
The same authors also showed how the reference choice
influences bispectral analyses (Chella et al., 2017). Sim-
ilar problems have been noted in studies on the hemi-
spheric asymmetry of cortical activity in given
frequency bands, where Hagemann et al. (2001) illus-
trated how asymmetry of the frontal alpha power
depends on the selected reference scheme.

Global map descriptors

Awell-established descriptor of the global strength of the
electric field recorded at a given moment in time is the
global field power (GFP) (Lehmann and Skrandies,
1980; Michel et al., 1993). Global field power is the

Fig. 12.1. Effect of the reference electrode on scalp potential maps. (A) Four seconds of eyes-closed spontaneous EEG, filtered in

the alpha band. 2D scalp potential maps (seen from top, nose up, left ear left) are shown for a selected time point below, referenced

to three different references (average reference, left mastoid, Cz). On the bottom, the samemaps are shown as 3D surface plots with

elevations proportional to the potential values. Obviously, changing the reference only changes the zero-level of themap (indicated

with the zero plane) but does not change the topography (the landscape) of the map. (B) Frequency analysis of the same EEGwith

an FFT over a 2-s time window. The spectrum for each electrode and the average power are shown on top. The power maps as well

as the 3D surface plots at 10Hz are shown below when the FFT is computed with the same three different reference settings as in

(A). In this case, changing the reference obviously changes the topography of the power maps, with maximal power appearing at

different electrodes.
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standard deviation of the potentials at all electrodes of
an average-reference map. It is defined as

GFP¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

u1�uð Þ2
�

N
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where ui is the voltage of the map u at electrode i, �u is the
average voltage of all electrodes of map u (the average
reference) and N is the number of electrodes in map u.
Scalp potential fields with prominent positive and nega-
tive peaks, or very “hilly” maps, will result in high GFP,
but “flat” maps with shallow gradients display low GFP.
Calculating the GFP over time allows the identification
of moments with high signal-to-noise ratios, presumably
corresponding to moments of high global neuronal syn-
chronization (Skrandies, 1990).

To compare the topography between two maps
independent of field strength, Lehmann and Skrandies
(1980) introduced the calculation of the global map
dissimilarity (GMD). The reference-independent mea-
sure is defined as

GMD¼
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where ui is the voltage of map u at electrode i, vi is the
voltage of map v at electrode i, �u is the average voltage
of all electrodes of map u (the average reference), v is the
average voltage of all electrodes in map v, and N is the
total number of electrodes. Since only topography is of
interest rather than strength differences, the two maps
that are compared are first normalized by dividing the
potential values at each electrode of a given map by its
GFP, which is indicated in the denominator of Eq. (12.2).

TheGMD is 0when twomaps are equal andmaximally
reaches 2 if the two maps have the same topography
with reversed polarity. GMD is equivalent to the spatial
Pearson’s product–moment correlation coefficient between
the potentials of the two maps (GMD2 ¼2 * (1� r);
Brandeis et al., 1992).

As discussed previously, if two maps differ in
topography independently of their strengths, this directly
indicates that the two maps were generated by different
configurations of sources in the brain (Fender, 1987;
Michel et al., 2004b). Therefore, the GMD calculation
is the first step for defining whether different sources
were involved in the two maps that were compared.
When calculating the GMD between two subsequent
maps, one notes that the GMD inversely correlates with
the GFP: GMD is high when GFP is low and vice versa.
This interesting observation indicates that maps tend to

have stable topographies during periods of high GFP
and change their configuration when GFP is low
(Fig. 12.2); that is, maps do not continuously change con-
figurations over time.

The GMD itself is not a statistical measure. It only
gives a spatial correlation value. However, the GMD can
be used as a parameter to statistically compare map topog-
raphies between groups or experimental conditions. This
is achieved by performing nonparametric randomization
tests basedon theGMDvalues (Murrayet al., 2008), called
the topographic analysis of variance (tANOVA).
A tANOVA is conducted in the following way: (1) assign
the maps of a single subject to different experimental con-
ditions or groups in a randomized fashion (i.e., permuta-
tions of the data); (2) calculate the average EEG map for
the permuted groups or conditions and the GMD between
them; and (3) compare the GMD values from the actual
groups or conditions with the values from the distribution
of the randomly shuffled data to determine the likelihood
that the empirical data has a value higher than the GMD
from the shuffled distribution. An analysis of variance
with multiple factors can also be performed in this way
(Koenig and Melie-Garcia, 2010).

Spatiotemporal decomposition
of multichannel EEG

EEG provides redundant information because the signals
are highly correlated both in time and in space, which
leads to a challenge for statistical analysis methods that
consider each electrode and each time point. Conventional
correction methods for multiple testing are inappropriate
for highly correlated signals. Global topographic parame-
ters, such as the GFP and the GMD, reduce this problem
by representing one-numbered reference-free topographic
descriptors for each time point. Therefore, they allow the
reduction of the data in time by only considering the time
points with the highest signal-to-noise ratios (GFP peaks)
or by averaging the data between subsequent GMDpeaks,
since the topography remains stable in between (Michel
et al., 1992; Skrandies, 1993; Fig. 12.2).

The redundancy of time-varying, multichannel EEG
data led researchers to propose spatiotemporal decompo-
sition methods to find a series of distinct components or
modes that describe the signal and ultimately find distinct
components that differ between experimental or clinical
conditions. Traditionally, such decomposition is carried
out in the frequency domain by spectral analyses of the
EEG and computing the power spectrum, thereby assum-
ing quasistationarity of the signal (Lopes da Silva and
Mars, 1987). Transient oscillations are decomposed by
estimating the time-varying spectrum using wavelet anal-
ysis techniques (Bertrand et al., 1994; Basar et al., 1999).

Because such analysis is usually performed on
individual channels, the topographic distribution is
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often ignored, implicitly assuming that the spatial con-
figuration of the neural sources that generate the
component remains stable. A simple inspection of
the topographies of a frequency-filtered multichannel
EEG clarifies that this is not the case (Fig. 12.3): this
figure shows that the topography of the scalp potential
map of the alpha-filtered EEG changes over time,
indicating that different neural sources contributed
to the alpha signal on the scalp at different points in
time. Consequently, the decomposition of multichannel
EEG should consider the time-varying spatial configu-
ration of the electric field, whether in the time or the
frequency domain.

Most commonly, spatial factor analysis methods are
used to decompose multichannel EEG into distinct
components, represented as maps. These maps represent
the weighted sum of all recorded channels across time
and the load for each of these factors varies in time.
The most commonly used spatial decompositions are
based on principal component analysis (PCA) and inde-
pendent component analysis (ICA) (Harner, 1988;
Skrandies, 1989; Koles et al., 1995; Makeig et al.,
1997; Hyvarinen and Oja, 2000; Jung et al., 2001;
Dien et al., 2005).

The PCA imposes orthogonality between different
factors. The first component of PCA accounts for the
maximally possible amount of data variance and each
subsequent orthogonal component accounts for the max-
imum possible residual variance. PCA has been proven
to be a powerful exploratory tool to extract those compo-
nents in multichannel event-related potentials that differ
between experimental conditions (Kayser and Tenke,
2005; Pourtois et al., 2008).

Instead of orthogonality, the ICA imposes statistical
independence. Each factor is supposed to represent a
temporally independent component. Like the PCA, the
ICA produces a weight coefficient for each factor. The
ICA has been proven to be very useful for the detection
and removal of artifacts such as eye-blinks (Jung et al.,
2000) or artifacts produced by brain-independent sources
such as the ballistocardiogram artifact of an EEG
recorded in an MRI scanner (Benar et al., 2003;
Nakamura et al., 2006; Mantini et al., 2007; Debener
et al., 2008). The ICA has also been used to decompose
brain activity into independent brain processes (Makeig
et al., 1997, 1999). However, the assumption of the sta-
tistical independence of brain processes is challenged by
the fact that crosstalk between brain regions and within

Fig. 12.2. Global map descriptors. The two global map descriptors global field power (GFP) and global map dissimilarity (GMD)

are illustrated as time courses in spontaneous EEG (A) and evoked potentials (B). Both cases show that GFP and GMD exhibit

opposite behavior over time: GMD is low when GFP is high and vice versa, indicating that maps tend to be stable in topography

when the field is strong and change the topography during weak fields. In (A), maps at each time point over two successive GFP

peaks are shown. In (B), maps are averaged between two GMD peaks, revealing the well-known topographies of the auditory

evoked potentials. Both the selection of maps at the GFP peaks in the spontaneous EEG and the averaging of maps between

two GMD peaks in evoked potentials have been used for data reduction and component definition (see text).
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distributed neural networks is certainly one of the main
principles of brain organization (Womelsdorf et al.,
2007). Therefore, the main limitation of the ICA is that
it cannot uncover components that are dynamically
coupled.

A widely used method to determine the spatial com-
ponents of EEG and event-related potentials is based
on spatial k-means clustering, a method that is generally
used in pattern-recognition applications. In a modified
version of k-means clustering, Pascual-Marqui et al.
(1995) suggested the use of the GMD parameter
described previously (Eq. 12.2) to cluster maps with high
spatial correlations and determine the centroid of these
clusters as a representative template map for each cluster.
Cross-validation and other criteria are used to determine
the optimal number of clusters (Pascual-Marqui et al.,
1995; Murray et al., 2009; Brunet et al., 2011; Custo
et al., 2017).

The k-means clustering technique does not assume
statistical independence or orthogonality of the maps.
In a nested iterative way, it defines the best number of
clusters to optimally explain the data with a minimal
number of maps. Interestingly, when fitting these
cluster maps back to the data, it appears that one spe-
cific map often dominates for a certain amount of time
(some 100ms), whether in spontaneous EEG or in
event-related potential data. It has been suggested
that these periods of stable topography represent
states of global phase-locked synchronized activity in
large-scale neuronal networks (Koenig et al., 2005).
In event-related potentials, these epochs may represent
different steps of information processing (Brandeis
and Lehmann, 1986), but in spontaneous EEG, these
“EEG microstates” may represent the basic building
blocks of mentation, or the “atoms of thought”
(Lehmann et al., 1987; for reviews, see Lehmann, 1990;

Fig. 12.3. Spatial nonstationarity of alpha-EEG. The analysis of EEG in a certain frequency band, for example using power-

envelope analysis, assumes that the generators of this activity remain stable in time and only change their activity strength. This

figure illustrates that this assumption is not valid: the top shows the wavelet analysis of an eyes-closed EEG. The power is averaged

over all channels, showing typical alpha bursts at different time periods. Below, the GFP of the EEG is shown andmaps at peaks of

alpha activity are plotted. Obviously, the topography of the maps at different time points are very different, indicating a different

distribution of alpha generators in the brain. On the bottom a period of 100-ms EEG during one alpha burst is shown (marked in red
on the EEG) and the maps at each time point are plotted. This example shows that, even during an alpha burst, map topographies

change, indicating changes in the underlying generators also during these short intervals.
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Lehmann et al., 2009; Lehmann andMichel, 2011;Michel
and Koenig, 2017; Fig. 12.4).

Many different studies have shown that the configu-
ration, duration, presence, and transition probabilities
of the microstates are influenced by stimulus parameters,
the global state of the brain, and the consciousness level,
and that they are disturbed in different neurological and
psychiatric diseases (for reviews, see Khanna et al.,
2015; Rieger et al., 2016; Michel and Koenig, 2017).

In conclusion, spatiotemporal decomposition methods
using ICA, PCA, or k-means clustering each have intrinsic
advantages and limitations. What they have in common is
that they try to separate the different sources that comprise
the multichannel scalp recordings, i.e., to separate the dif-
ferent temporally independent networks that are active
over time. Even if these methods do not directly specify
the location in the brain where these activations are com-
ing from, they provide a useful preprocessing step for
source localization (Jung et al., 2001).

Source localization

Even before the promotion of brain mapping as a tool to
visualize the spatial distribution of the electric field and
eventually localize the origins of the recorded scalp sig-
nals, it has been recognized that the basic electric field
theory can be used to relate the electric potential differ-
ences on the scalp to a current dipole in the brain (Geisler
and Gerstein, 1961). These equations were used in 1969
to localize the generator of a visual evoked potential
(Lehmann et al., 1969). Single dipole localization proce-
dures have subsequently become popular and were the
subject of several experimental and clinical studies in
the 1980s (Ary et al., 1981; Darcey and Williamson,
1985; Fender, 1987).

A major improvement was introduced by Scherg and
von Cramon that involved spatiotemporal dipole model-
ing for the localization of several dipoles with varying
strengths over time (Scherg and von Cramon, 1985),
an idea that was subsequently extended by the MUSIC
approach (Mosher et al., 1992). Commercial software
tools became available using this approach, leading to
the increased use of this method in the EEG (particularly
in evoked potentials) community (Scherg et al., 1989;
Scherg and Picton, 1991). Some reasonable results have
been produced using these dipole fitting approaches, par-
ticularly with respect to the localization of epileptic foci
and early evoked potential components (Scherg and
Ebersole, 1994; Picton et al., 1999; Di Russo et al.,
2005; Waberski et al., 2008; Rose and Ebersole, 2009).
However, the assumptions and constraints imposed by
this method are very strong and physiologically unrea-
sonable in many cases in which multiple simultaneously
active sources with different locations, strengths, and

orientations must be assumed. Consequently, more rea-
sonable approaches for source localization have been
developed over the last 30–40 years by many different
research groups (for review, see Michel et al., 2004b;
Pascual-Marqui et al., 2009; Salmelin and Baillet,
2009; Michel and He, 2018; He and Ding, 2013).

Currently, most source localization studies use dis-
tributed source modeling approaches that estimate the
current density distribution in the whole brain based on
scalp recordings. Initiated by the seminal papers of
H€am€al€ainen and Ilmoniemi (1984) and H€am€alainen
et al. (1993) that introduced the minimal norm approach,
new algorithms based on this initial idea of a linearly dis-
tributed inverse solution were developed that further
enhanced localization precision.

The most commonly used algorithms were LORETA
and its derivates (Pascual-Marqui et al., 1994; Pascual-
Marqui, 2002), FOCUSS (Gorodnitsky et al., 1995),
VARETA (Bosch-Bayard et al., 2001), LAURA
(Grave de PeraltaMenendez et al., 2004), and beamform-
ing approaches (Sekihara et al., 2001). The details of
these approaches and the underlying constraints are dis-
cussed in Chapter 8.

Basically, this family of techniques consists of a
linear system of equations that relate the known part of
the system (the measurements at each electrode) to the
unknowns (the current density vectors at discrete points
throughout the cortical gray matter, i.e., the “solution
space”). At each solution point, a current density vector
(i.e., a dipole) is placed. The coefficients of the linear sys-
tem of equations correspond to the lead field, which
relates the extracranial measurements to a source by
the laws of electrodynamics (distance, geometry, and
conductivity profile). The set of coefficients is highly
underdetermined, because there are many more solution
points thanmeasurable recording channels, known as the
nonuniqueness of the inverse problem.

Many different configurations and orientations of
sources at the different solution points can lead to the
same scalp electric field. Therefore, physiologically
and biophysically meaningful constraints must be incor-
porated. This is where the different algorithms vary. For
example, although the initially introduced minimal norm
solution only minimizes the least-square error of the esti-
mated inverse solution, LORETA minimizes the second
spatial derivative so that the estimation is smooth.

Many experimental studies in very different fields
have shown that these methods allow the localization
of the sources in the cortex that generated the scalp
recordings in an impressively reliable way (He and
Lian, 2002, 2005; Michel et al., 2004b, 2009; Sanei
and Chambers, 2007; He et al., 2011b; Michel and
Murray, 2012; He and Ding, 2013). By adding realistic
individual head models with appropriate conductivity
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Fig. 12.4. EEG segmentation into microstates. A 12-s eyes-closed EEG recorded from 41 electrodes is shown together with the sequence of potential maps (shown every 50ms). The map

series was subjected to a k-means cluster analysis, revealing the four classic maps described in the literature (see text). These maps were then fitted to the EEG data by means of spatial

correlation using theGMDmeasure and each time point was labeledwith themap it correlatedwith best by awinner-takes-all strategy. The fitting leads to periods duringwhich a givenmap is

dominant, lasting in average around 100ms, the so-called microstate. The duration, occurrence, and temporal succession of themaps have been shown to be sensitive parameters for different

levels of consciousness and different neuropsychiatric diseases. For a recent review see Michel and Koenig (2017).



parameters, the localization precision for cortical sources
has been shown to be in the range of approximately
15mm (Birot et al., 2014; Lascano et al., 2014;
Megevand et al., 2014; Klamer et al., 2015). Most cru-
cial, however, are the number and the distribution of
the electrodes that are used to record the electric field,
a point that will be discussed in the following section.

HIGH-RESOLUTION EEG: HOW MANY
ELECTRODES ARE NEEDED?

The question of how many electrodes are needed for a
proper spatial analysis of the EEG has been asked since
the beginning of the promotion of EEG mapping tech-
niques. In a critical paper on EEG brain mapping pub-
lished by Richard Harner in 1988, he asked the crucial
question: “How widespread are EEG fields, both normal
and abnormal, over the head? What is their spatial fre-
quency, that is, how many field peaks (spatial waves)
need to be represented per meter? How numerous and
how closely spaced need electrodes be on the head in
order to represent fields of a given distribution and a
given spatial frequency? These questions have rarely
been addressed rigorously by electroencephalographers
but are essential for signal analysis in the spatial domain,
just as the corresponding questions have been accepted
as essential for analysis in the time or frequency
domains” (Harner, 1988, p. 74).

Meanwhile, this question has been addressed in sev-
eral studies. It basically relates to the question of the
maximal spatial frequency of the scalp potential field.
Similar to the analysis of time series, the Nyquist
theorem also applies to the analysis of scalp potential
maps: the highest spatial frequency that can properly
be analyzed depends on the sampling of the signal. If
the signal is undersampled, (spatial) aliasing will occur
(Li and North, 1996). This means that if the spatial
sampling frequency (i.e., the distance between electrodes)
is lower than the spatial frequencies of the potential field,
the reconstructed map topography will be distorted, lead-
ing to misinterpretation of the maps and mislocalization
of the sources (Srinivasan et al., 1996, 1998; Grieve
et al., 2004; Ryynanen et al., 2004; Ryynanen et al.,
2006). Therefore, knowledge of the maximal spatial
frequency of the scalp electric field is important and has
been repeatedly discussed over the years.

Initial studies based on simulations (Gevins et al.,
1990) and experimental data (Spitzer et al., 1989) indi-
cated that an interelectrode distance of �2–3cm is
needed, which would lead to approximately 100 elec-
trodes required for whole coverage of the scalp. Based
on spatial spectral density estimations, Freeman et al.
(2003) concluded that even less than 1-cm spacing of
electrodes is required. Srinivasan et al. (1998) compared
the effective spatial resolution of different electrode

montages (19–129 electrodes) and concluded that “the
smallest topographic feature that can be resolved accu-
rately by a 32-channel array is 7 cm in diameter, or
about the size of a lobe of the brain.” These authors also
compared the scalp topography of the visually evoked
N1 component between 129 electrodes and fewer elec-
trodes and showed that fewer electrodes led to incorrect
lateralization and the appearance of a fronto-central
positive focus.

Other studies calculated the potential maps of simu-
lated single dipoles and then estimated the dipole loca-
tion using source localization techniques with different
numbers of scalp electrodes (Lantz et al., 2003; Michel
et al., 2004b; Sohrabpour et al., 2015). These studies
showed increasing source localization precision with
an increasing number of electrodes, reaching a plateau
at approximately 100 electrodes. They also showed
that increasing the number of electrodes reduces the
localization error of deep sources.

Several experimental studies evaluated the effect of
electrode number on source localization precision by
using only subsamples of the originally recorded elec-
trodes. Michel et al. (2004b) showed that the visual
P100 component is incorrectly lateralized when only
19 of the available 46 electrodes were used. They also
showed that incomplete coverage of the head can lead
to misplacement of the estimated sources. Luu et al.
(2001) studied patients with acute focal ischemic
stroke. They were initially recorded using 128 electrodes
and then subsampled to 64, 32, and 19 channels. By
visually comparing the EEG maps with radiographic
images, the authors conclude thatmore than 64 electrodes
were needed to avoid mislocalizations of the affected
regions. Lantz et al. (2003) recorded epileptic spikes
from 14 patients with focal epilepsy with 123 electrodes
and then subsampled them to 63 and 31 electrodes.
Source localization was then applied to the individual
spikes with the different electrode arrays and the locali-
zation maximum was compared to the resected zone
that rendered the patients seizure-free. Source localiza-
tion accuracy systematically increased from 31 to 123
electrodes.

A more recent study of Sohrabpour et al. (2015)
used the same method in a pediatric population of
epileptic patients and evaluated the localization error
by comparing the source localization with the seizure
onset zone defined by intracranial recordings. They also
found a systematic increase in localization precision
by increasing the number of electrodes from 32 to
64 and to 128.

The most comprehensive study on localization of the
irritative zone using high-resolution EEG was published
by Brodbeck et al. (2011). In a prospective study on 152
operated patients, they evaluated the clinical yield of the
EEG source imaging of interictal spikes. They showed a
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sensitivity of 84% and a specificity of 88% for EEG
source imaging if the EEG was recorded with a large
number of electrodes (128–256 channels) and when
using the individual MRI as a head model in the source
reconstruction. These values drastically decreased when
EEG source imaging was performed with only
32-channel recordings and evenmore sowhen a template
head model was used.

Most simulation and experimental studies described
here estimated that approximately 100 electrodes are
needed for correct spatial sampling of the electric field.
However, most of these studies assumed that the skull-
scalp ratio of the resistance is 80:1, as assumed many
years ago by Rush and Driscoll (1969). Several recent
studies have shown that the skull resistance is consider-
ably lower, in the range of 20:1 (Oostendorp et al., 2000;
Hoekema et al., 2003; Lai et al., 2005). The skull resis-
tance has an important effect on the spatial resolution of
the EEG by drastically blurring the signals (Malmivuo
and Suihko, 2004). Ryynanen et al. (2004) systemati-
cally investigated the benefit of a higher number of elec-
trodes on spatial resolution when lowering the resistance
values. They first showed that the typically used high
resistance ratio of 80:1 indeed leads to a limited spatial
resolution that can be correctly captured with approxi-
mately 64 electrodes. Then, they reduced the skull resis-
tance and showed that continuously increasing the
number of electrodes above 64 improves the spatial
resolution.

The resistance of the skull depends on skull thickness.
It has been shown that the skull thickness is approxi-
mately 7–8 times lower in infants compared to adults,
leading to a ratio of approximately 14:1 (Grieve et al.,
2004; Fifer et al., 2006) between the skull and the brain.
Ryynanen et al. (2006) and Grieve et al. (2004) showed
that with this ratio, spatial resolution still increases with
256 compared to 128 electrodes. Therefore, in contrast to
the intuitive assumption that the smaller heads of infants
require fewer electrodes, the thinner skull warranted
more electrodes than in adults to reduce the spatial sam-
pling error, particularly in neonates (Odabaee et al.,
2013, 2014).

Since the spatial frequency of the EEG is higher than
previously assumed, the size of a cortical area responsi-
ble for producing a measurable EEG signal needs to be
reconsidered. The density of active neurons and the
degree of correlation among them are important factors.
If focal cortical activity can be captured by the EEG, such
activities can be missed with low-density electrode
arrays. A recent study by Zelmann et al. (2014) nicely
illustrated this fact. With simulations and with simulta-
neous scalp and intracranial recordings, the authors
showed that high-frequency oscillations (HFOs; fre-
quency range 80–500Hz) can be recorded on the scalp
despite their low amplitudes and their very focal
generators, but they can be easily missed if no electrode
is placed above such focal generators (Fig. 12.5).

Fig. 12.5. Detection of high-frequency oscillations (HFOs) with high-resolution EEG. In a simulation study, Zelmann et al. illus-

trate the scalp distribution of focal sources as produced byHFOs. (A)WhenEEG is recordedwith electrodes according to the 10–20

system, only one of the sources (green) is captured, while the other source (magenta) is missed. (B) Recordings of a 256-channel

scalp EEG is compared with a recording from a subdural grid with 1.3-cm separation between contacts. The subdural grid would

miss the focal source that falls between two contacts, while the scalp EEGwould capture it by an electrode above the source. From

ZelmannR, Lina JM, Schulze-BonhageA et al. (2014). Scalp EEG is not a blur: it can see high frequency oscillations although their

generators are small. Brain Topogr 27: 683–704.
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To illustrate this fact, Zelmann et al. (2014) simulated
distributed sources of approximately 1cm2 in size and
showed that only 14% of these small sources were visible
on the scalp with the 10–20 system, 38% with the 10–10
system, and 71%with 256 electrodes. Therefore, electro-
physiologic events of such small spatial extent can only
be detected by proper sampling of the electric field (see
also Kuhnke et al., 2018).

Lu et al. (2014) confirmed the detection of focal
HFO sources with high-density EEG and further demon-
strated that they can be correctly localized with source
imaging methods. These studies also clearly show that
there is no specific filtering of high frequencies by the
skull, as sometimes erroneously stated in textbooks.
The conductivity of the skull remains the same from
1Hz to 10kHz (Oostendorp et al., 2000; Tang et al.,
2008). Zelmann et al. (2014) also noted that another
reason for the detection of HFOs despite their low

amplitudes is that their frequencies are beyond the fre-
quencies that generate the noise in the signal and thus
have favorable signal-to-noise ratios.

Recently, Petrov et al. (2014) argued for an even
higher number of electrodes. They demonstrated in an
event-related potential study that a spatial sampling of
the EEG with a 1-cm interelectrode distance (corre-
sponding to around 760 electrodes) revealed almost
twice the amount of functional brain signals as compared
to sampling at 3-cm scale (corresponding to approxi-
mately 100 electrodes). However, the technology for
such ultradense EEG arrays has yet to be developed.

In addition to the need for sufficient electrodes to
correctly capture the spatial frequencies of the electric
field and avoid spatial aliasing andmissing focal sources,
the electric field must be sampled as completely as pos-
sible (Fig. 12.6). Neuronal activity in the brain spreads
homogeneously in all directions to the scalp, leading to

Fig. 12.6. Illustration of spatial sampling and spatial coverage. A subject was placed with a 256-channel EEG (Geodesics, Inc.) in

anMR scanner. (A) The reconstructed image of the head shows the position of the electrodes as artifacts in theMR images. (B) The

extracted brain shows the position of the electrodes in relation to the brain surface. The electrodes corresponding to the 10–20

system are marked in red. The zoomed enlargements show that the 10–20 system does not cover a large part of the temporal pole

and fronto-orbital cortex, making it impossible to record activities generated in these areas. Also, the sparse sampling makes it

impossible to distinguish the hemisphere in sources close to the interhemispheric fissure, an example of which is shown in

Fig. 12.7 for the foot motor area. Courtesy: Dr. Laurent Spinelli.
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Fig. 12.7. Examples of incorrect source localization with low-resolution EEG. Three examples of source localization using a linear distributed inverse solution are shown for EEG

recorded with high resolution and subsequently downsampled to fewer electrodes. (A) Localization of an averaged spike in a patient with temporal lobe epilepsy. The 128-channel

recording shows correct localization in the inferior temporal lobe, while a 21-channel recording using the 12–20 system (see Fig. 12.6) misplaces the source on the level of the insula.

(B). Somatosensory evoked potential after left thumb air-puff stimulation of a subject recorded with 204 electrodes, correctly identifying the somatosensory cortex. Downsampling to

21 electrodes leads to a blurred distribution of the activity. (C). Localization of high beta (28–30Hz) amplitude changes during averaged brisk right and left foot movements in a

subject recorded with 123 electrodes. Source reconstruction using the individual MRI as head model leads to distinct contralateral beta-decrease relative to a premovement reference

period. The same analysis using only 30 out of the 123 electrodes leads to wrong (ipsilateral) localization. Panel (A): Modified from Sperli F, Spinelli L, Seeck M et al. (2006). EEG

source imaging in paediatric epilepsy surgery: a new perspective in presurgical workup. Epilepsia 47: 981–990. Panel (B): FromMichel CM,Koenig T, Brandeis D et al. (eds.) (2009).

Electrical neuroimaging. Cambridge: Cambridge University Press. Panel (C): Courtesy: Dr. Martin Seeber.



positive and negative potentials over the whole head.
Depending on the location and the orientation of the
equivalent dipoles, the maxima and minima of the poten-
tial field can be located at or beyond the border of the
conventional electrode arrays, for example, at the level
of the mastoids or the cheeks. If these parts of the field
are not captured, the estimation of the generators in the
brain is not possible. Both extremes of the field should
lie within the array to properly recover the gradients
and the current density of the field. This fact is particu-
larly important for tangential sources because the maxi-
mum and minimum of the generating field do not lie
above the source. The effect of bad sampling on source
estimation is shown with different examples in Fig. 12.7,
including localization of an epileptic focus in the mesial
temporal lobe: when the electrodes on the lower part of
the temporal lobe are not considered in the source local-
ization reconstruction, the focus is incorrectly localized
on the level of the insula rather than the inferior temporal
lobe. In fact, mesial temporal sources are systematically
misplaced with the conventional 10–20 system, which
does not include inferior temporal electrodes, as shown
in Sperli et al. (2006).

CONCLUSION

This chapter discusses the history and the development
of analyses for high-resolution EEG. It illustrates the
additional information that can be gained using high-
density electrode arrays and the disadvantages when
spatial analyses of electric fields are performed on
low-channel counts. It has become clear that the spatial
frequency of the scalp electric field is much higher than
initially assumed and that incorrect sampling of these
frequencies and insufficient coverage of the scalp surface
lead to erroneousmaps, wrong localization, and failure to
detect focal events that are seen by a few electrodes only.
Therefore, adequate sampling of the scalp potential field
for topographic analysis requires a large number of
electrodes.

While this has been a challenge for routine application
because of the time needed to apply the electrodes
and the hardware required for the collection of such a
large amount of data, this is no longer a serious problem.
EEG systems of up to 256 electrodes are commercially
available. The fast application of electrode caps or
nets containing these large numbers of electrodes is now
possible, making high-density EEG very feasible in clin-
ical practice (Michel et al., 2004a; Holmes, 2008). Several
recent studies showed the possibility and the clinical yield
of high-density EEG recordings in the intensive care unit
(Boly and Maganti, 2014; Eytan et al., 2016; Chennu
et al., 2017), during long-term monitoring for epilepsy
(Boly et al., 2017; Nemtsas et al., 2017), as well as during
sleep (Lustenberger and Huber, 2012; Siclari et al., 2017).

Given the general recognition of the need and value of
high-resolution EEG, it is to be expected that new sys-
tems will become available in the near future that make
such recordings even easier, faster, more flexible, and
more affordable andmake the analysis more automatized
and standardized. In view of the promising results of
EEG source imagingwith high-density EEG, particularly
in the field of epilepsy, it is evident that this method
should and will find its place in the routine workup of
patients with focal epilepsy in the foreseeable future
(Plummer et al., 2008), as recommended in a recent
guideline for presurgical epilepsy evaluation (Rosenow
et al., 2016).

However, in addition to the use of high-resolution
EEG for source imaging, many new approaches to
EEG analysis based on spatial features of the electric
field have been developed and successfully applied
in clinical and experimental studies. Statistical topo-
graphic analyses of EEG and evoked potentials
(Murray et al., 2009; Koenig et al., 2014), spatiotempo-
ral decomposition (Spencer et al., 2001; Onton
et al., 2006; Michel and Murray, 2012; Michel and
Koenig, 2017), and connectivity analyses on the scalp
or source level (Astolfi et al., 2004; Nolte et al.,
2004; Stam et al., 2007; He et al., 2011a) are methods
that rely on the signals measured from multichannel
arrays. Their value in understanding the dynamics of
large-scale networks of the human brain and as markers
for neuropsychiatric diseases has been increasingly
demonstrated.
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