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Abstract— This paper addresses the problem of automatic fa-
cial expression recognition in videos, where the goal is to predict
discrete emotion labels best describing the emotions expressed
in short video clips. Building on a pre-trained convolutional
neural network (CNN) model dedicated to analyzing the video
frames and LSTM network designed to process the trajectories
of the facial landmarks, this paper investigates several novel
directions. First of all, improved face descriptors based on 2D
CNNs and facial landmarks are proposed. Second, the paper
investigates fusion methods of the features temporally, including
a novel hierarchical recurrent neural network combining facial
landmark trajectories over time. In addition, we propose a mod-
ification to state-of-the-art expression recognition architectures
to adapt them to video processing in a simple way. In both
ensemble approaches, the temporal information is integrated.
Comparative experiments on publicly available video-based
facial expression recognition datasets verified that the proposed
framework outperforms state-of-the-art methods. Moreover,
we introduce a near-infrared video dataset containing facial
expressions from subjects driving their cars, which are recorded
in real world conditions.

I. INTRODUCTION

Facial expression recognition (FER) in facial images and
videos plays an important role in numerous applications
in human-computer interaction, health care, and advanced
driver-assistance systems (ADAS). Although this task is
widely studied and much progress has been made, it still
remains a challenging problem, due to the complexity and
variability of facial expressions. So far, most applications of
machine learning in FER have been on still frames, to name
a few [15], [32], [9].

Many of the so-called traditional local features, such as
HOG, SIFT, LBP used in image processing can be extended
to be applied to video processing as well. These include,
among others, 3D HOG [14], 3D SIFT [29], and LBP-TOP
[36]. For example, Liu et al. [19] introduced the UMM
(Universal Manifold Model), where a video is expressed as
a spatial-temporal manifold (STM) based on a combination
of local SIFT and HOG features. This method achieves
reasonable performances on benchmark dataset, with 95.10%
accuracy on the CK+ dataset [22]. Most tests for video-
based FER have been performed on the CK+ dataset [22], the
Oulu-CASIA [35] dataset, and the MMI dataset [25], all of
which contain RGB videos. In this paper, we introduce a new
near-infrared video dataset containing facial expression from
subjects driving their cars recorded in real world conditions.
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Many state-of-the-art techniques for video-based FER in-
corporate recurrent neural network (RNN) to model temporal
cues from faces. As an example, Kahou et al. [4] developed
combination of the CNN-RNN architecture, where the spatial
features for each frame of a video are fed to a RNN to extract
the spatio-temporal features. In addition, in various works
[12], [34] facial landmark trajectory has been shown to be
an effective low-level feature for FER. For example, Jung
et al. [12] designed a Deep Temporal Geometry Network
(DTGN), which has shown that face landmark trajectory fed
to a shallow fully-connected network can lead to state-of-
the-art results that outperform hand-crafted features.

Motivated by these observations, we proposed two en-
semble models that are built on a pre-trained CNN model
dedicated to analyze video frames. First of all, improved
face descriptors based on 2D CNNs and facial landmarks
are proposed (early-fusion model). Second, this paper inves-
tigates fusion methods of the features temporally, including a
novel hierarchical recurrent neural network combining facial
landmark trajectories over time. In addition, we propose
modifications to state-of-the-art facial expression recognition
architectures to adapt them to video processing in a sim-
ple way (late fusion model). Comparative experiments on
publicly available video-based FER datasets verified that the
proposed framework outperforms state-of-the-art methods.

II. RELATED WORK

Early studies in FER were mostly focused on emotion
recognition in static images. However, new methods have
been proposed for recognizing facial expressions in videos.
A review of the FER approaches are given in the following
subsections.

A. Conventional FER Approaches

Many of traditional image features used for FER are
either geometry-based features, such as facial landmarks
or appearance-based features, such as Gabor filters [17]
and Local Binary Patterns [30]. Geometry-based features
represent the shape of the face and its components, whereas
appearance-based features describe the texture of the face.
For example, [37], [11], [3] used local binary pattern (LBP)
descriptor as image features. These extracted features are
then fed into classifiers such as support vector machine
(SVM) [8], [33] or k-nearest-neighbor algorithm (KNN) [28]
to classify the input images into discrete emotion categories.
To formulate the spatio-temporal evolution of human facial
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expressions, different ensemble models are used to model
the variability in morphological and contextual factors. The
method presented in [6] uses multi-class AdaBoost and SVM
for facial expression recognition in image sequences.

B. FER Using Deep Convolutional Neural Networks

Unlike traditional approaches, deep learning methods such
as convolutional neural networks demonstrated significantly
high performances on different computer vision tasks, such
as image classification [15], [32], [9]. Therefore, in most
recent studies [21], [31], CNN models have been used for
FER in static images as well. In [13] Jung et al. utilized a
method to capture the dynamical variations of expressions
with two deep neural networks (DTAGN). In order to model
the temporal trajectories of facial landmarks, hybrid deep
learning approaches, combining different architectures of
CNNs and RNNs are proposed. Liu et al. in [18] proposed
expressionlet-based spatio-temporal mainfold descriptor for
dynamic facial expression recognition. Zhang et al. [34]
proposed a system combining a part-based hierarchical bidi-
rectional recurrent neural network (PHRNN) to extract dy-
namic geometry information and a multi-signal convolutional
neural network (MSCNN) to boost the performance of facial
expression recognition from consecutive frames. Ebrahimi
et al. [5], also used a combination of CNNs and RNNs
for FER in videos. Long short-term memory (LSTM) cell,
which is a refinement to the basic recurrent neural network
architecture is used in [7] for facial expression recognition.
Majumder et al. in [24] take benefit of data fusion technique.
In this study, fusion of geometric features and LBP features is
created using autoencoders and Kohonen self organizing map
(SOM)-based classifier [23], and high accuracy is achieved
on CK+ and MMI [26] databases.

ITII. DATASETS

In this study, we have employed three face datasets for
different purposes and experiments. In the following subsec-
tions these datasets are described.

A. MUG Dataset

The MUG Facial Expression Database [1] consists of 938
short videos of 52 subjects performing facial expressions.
Each subject has between 11 and 26 videos and each emotion
has between 52 and 162 videos. This dataset contains 7 basic
emotions (anger, disgust, fear, happiness, sadness, surprise,
neutral), and each video starts and ends at the neutral state.

B. CK+ Dataset

The Extended Cohn-Kanade Expression Database (CK+)
[22] consists of 327 short videos of 118 subjects performing
facial expressions. Each subject has between 1 and 6 videos
and each emotion has between 19 and 82 videos. This dataset
contains 7 basic emotions (anger, disgust, fear, happiness,
sadness, surprise, and contempt), and the peak expression is
at the end of each video. This is one of the most popular
dataset for FER and it is thus very important in order to
compare our methods with the state of the art.

C. Driver Face Dataset

The driver face dataset consists of sequences of near-
infrared videos of subjects driving their cars in real world
conditions. This dataset includes three Use Cases (UC),
each one representing a specific vehicle category, where
several automated systems interact with the user. They cover
different types of vehicles including use case A (truck), use
case B (electric car) and use case C (conventional car).
There are 3 subjects for each use case, making a total of
9 subjects. Since this is a real-world dataset, it brings a
few additional challenges compared to the other two public
datasets. The main challenge is the class imbalance, since
the neutral emotion is more represented than any other, as
seen in Table I. Another challenge is that in some cases, the
face is partly occluded by a microphone, or sensors on the
subject’s face, as seen in Fig. 1.

Neutral 4000 (59%)
Positive 1192 (18%)
Negative | 1575 (23%)

[ TOTAL [ 6767 (100%) |

TABLE I
CLASS DISTRIBUTION FOR THE DRIVER FACE DATASET.

Sample frames from three different use cases of the driver face

Fig. 1.
dataset.

IV. EARLY FUSION MODEL
A. Overall Architecture

In our first model, we explore the early fusion of CNN-
based features and handcrafted features. The motivation
behind this approach is that in most cases, the amount
of data required for CNN-based methods are much more
important than for conventional FER methods. However,
the available data for facial expression recognition, such as
CK+, is limited and the problem is that CNN-based methods
tend to overfit in such cases. On the other hand, hand-
crafted feature extraction methods such as the Scale Invariant
Feature Transform (SIFT) do not require extensive datasets
to generalize. Therefore, we propose a hybrid approach by
combining CNN and SIFT features to get the best of both
worlds. The former are extracted using a deep convolutional
neural network pre-trained on a dataset of facial images,
while the latter are obtained by the SIFT features around
the facial landmarks. Since SIFT features are extracted
from facial landmarks, we can benefit from the geometry-
based information in the data. For each frame in the image
sequence that serves as input to the model, these two types
of features are computed, concatenated, and then passed
through an LSTM network, followed by fully connected
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layers that output the final emotion prediction. The overall
architecture of this model is shown in Fig. 2.
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Fig. 2. Overall architecture of the Early Fusion model. Five consecutive
frames demonstrating one emotion, are on one hand fed into the CNN model
to extract features. On the other hand, face landmarks of the faces in all of
the frames are detected and SIFT features are extracted of the landmarks.
The concatenation of these two features are then used to training the LSTM
network.

B. Customized CNNs

To choose an optimal architecture that is suitable for
the extraction of the CNN-based features, we evaluated the
performance of multiple popular deep CNNs on the Real-
world Affective Faces (RAF) database [16], which consists
of very diverse facial images downloaded from the Internet.
For each of the pre-trained CNNs, we fine-tuned the whole
network using training images of the RAF database and
reported results on the test set of this dataset. We observed
that, as shown in Table II, the best performance was obtained
using VGG-Face [27] and SqueezeNet [10], therefore, we
selected these two architectures to extract the CNN-based
features. Even though we obtain a slightly lower accuracy
with SqueezeNet, its main advantage is that its inference
speed is much faster than VGG-Face, since it is a very
compact network. These two backbone CNNs are also used
in the second model (Late Fusion), described in Section V.

TABLE II
PERFORMANCE OF DIFFERENT CNNS ON THE RAF DATASET

CNN Accuracy
VGG-Face 86%
SqueezeNet 83%

DenseNet 121 | 82%
Inception V3 82%

Xception 81%
VGG19 83%
NAS Net 83%

C. Facial Landmarks and SIFT

The handcrafted features are obtained by first detecting 51
facial landmarks on the image, and then computing the SIFT
descriptors of each of these 51 landmarks.

V. LATE FUSION MODEL
A. Overall Architecture

In the second model, our approach is to explore the late
fusion of CNN-based and handcrafted features. Here, two
separate neural networks are trained and later combined by
averaging their score vector. Since the main motivation is to
use temporal information of the facial expression structure,

we combined the prediction scored of a customized CNN
called Temporal CNN (TCNN) and a Part-based Hierarchical
Recurrent Neural Network (PHRNN). The overall architec-
ture of Late Fusion model is shown in Fig. 3.

TONN Score
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Preprocessing . Seore . ___,  Emotion

5

Fig. 3.

PHRNN

Overall architecture of the Late Fusion model. Figure from [2]

B. Temporal CNN (TCNN)

The temporal CNN is simply a customized version of
our base CNN (either VGG-Face or SqueezeNet) using pre-
trained weights, modified to be able to take multiple frames
as input. The only modification to the base CNN architecture
is therefore at the first layer, where one convolution (followed
by a non-linearity) is applied to each of the input frames.
Then the results of these convolutions are aggregated by
averaging and from this point on, the standard architecture
of the base CNN is used, as shown in Fig. 4.

Temporal Aggregation

Fig. 4. Architecture of the TCNN model. Figure from [2]

C. Part-Based Hierarchical RNN (PHRNN)

This model uses the facial landmarks of each frame as
input (either as normalized landmark coordinates or as SIFT
descriptors). The normalization is made by subtracting the
coordinates of the tip of the nose, and then dividing the
resulting X and Y coordinates by their respective standard
deviation. The particularity of this model is that clusters
of facial landmarks are hierarchically grouped in order to
better model spatial dependencies. Temporal dependencies
are modeled by using several Bidirectional-RNNs and a
Bidirectional-LSTM at the very end.

Authorized licensed use limited to: EPFL LAUSANNE. Downloaded on August 02,2020 at 13:28:07 UTC from IEEE Xplore. Restrictions apply.



Facial landmarks
BRNN

40)
BRNN BRNN
(64) ©0)
BRNN

(40)

BLSTM

BANN 80)

(40)
BRNN
BRNN

(64
(40) BRNN
(90)
BANN BANN

(40) (64)

Classification

Architecture of the PHRNN model. Figure from [2]

VI. RESULTS

A. MUG Dataset

1) Evaluation Setup: For the MUG dataset, we take as
input of our models 5 frames centered around the peak
expression of the image sequence. Higher and lower number
of frames were tested and 5 was chosen as the best one. The
performance of the model is evaluated using 5-fold cross-
validation. The 5 splits are taken so that they have roughly
the same number of samples (about 188), while maximizing
the subject independence. For the TCNN of the late fusion
model, we use VGG-Face as the basis model.

2) Results: We can observe in the table below that the
early fusion and late fusion models show a very similar per-
formance. The confusion matrices are shown in the Appendix
(section VIII-A)

TABLE III
RESULTS ON THE MUG DATASET

Accuracy | Precision | Recall | F1-Score
Early Fusion Model | 95.9% 95.7% 93.7% | 94.5%
Late Fusion Model 95.5% 94.7% 942% | 94.4%
TCNN 92.9% 92.0% 91.6% | 91.7%
PHRNN 90.8% 90.1% 89.5% | 89.9%

B. CK+ Dataset

1) Evaluation Setup: For comparison purposes, we use
the same setup as the work of Liu et al. [20], which is the
state-of-the-art on the CK+ dataset. We take as input of our
models the last 3 frames of the image sequence. The CK+
dataset is split into 8 subsets in a strict subject independent
manner, and 8-fold cross-validation is used. For each fold,
6 subsets are used for training and the 2 remaining are used
for validation. For the TCNN of the late fusion model, we
use VGG-Face as the basis model.

2) Results: We can observe in the table below that the late
fusion model performs better on the CK+ dataset. With an
accuracy of 97.4%, we outperform the state-of-the-art [20].
The confusion matrices are shown in the Appendix (section
VIII-B)

TABLE IV
RESULTS ON THE CK+ DATASET

Accuracy | Precision | Recall | FI-Score
Early Fusion Model | 96.3% 94.5% 93.2% | 93.8%
Late Fusion Model 97.4% 96.7% 96.4% | 96.4%
TCNN 94.2% 93.5% 93.0% | 93.7%
PHRNN 92.5% 91.8% 91.8% | 91.7%
State-of-the-art [20] | 97.1% N/A N/A N/A

C. Driver Face Dataset

1) Evaluation Setup: The input consists of 5 consecutive
frames labelled with the same emotion. To evaluate the
performance of the models, we use a leave-one-driver-out
cross-validation. The used data contains 9 different drivers,
and the results below (metrics and confusion matrices) take
all of the 9 test sets into account. Only the late fusion
model was tested on this dataset. Both the VGG-Face and
SqueezeNet versions of the TCNN are evaluated in distinct
late fusion models that we respectively call PHRNN + VGG-
TCNN and PHRNN + SqueezeNet-TCNN.

2) Results: We can observe in the table below that the
two Late Fusion models have a quite similar performance,
but PHRNN + VGG-TCNN is slightly better. The confusion
matrices of these two models are shown in the Appendix
(section VIII-C)

TABLE V
RESULTS ON THE DRIVER FACE DATASET

Accuracy | Precision | Recall | F1-Score

PHRNN +

VGG-TCNN 80.2% 75.5% 79.8% | 77.3%
PHRNN +

SqueezeNet-TCNN | 79.8% 75.2% 76.5% | 75.8%
PHRNN 75.9% 70.7% 72.8% | 71.5%
VGG-TCNN 74.6% 69.2% 74.8% | 71.4%
SqueezeNet-TCNN | 66.6% 58.9% 62.0% | 60.0%

VII. CONCLUSION

We presented two ensemble models building on pre-
trained CNNs dedicated to automatic emotion recognition
on video frames. The first one, early fusion, uses improved
face descriptors based on 2D CNNs and facial landmarks.
The second one, late fusion, includes a novel hierarchical
recurrent neural network combining facial landmark trajec-
tories over time, and presents a way to adapt frame-wise
expression recognition architectures to videos in a simple
way. Comparative experiments on publicly available video-
based facial expression recognition datasets verified that the
proposed framework outperforms state-of-the-art methods.
Finally, we introduced a near-infrared video dataset contain-
ing facial expression from subjects driving their cars recorded
in real world conditions.
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